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About this document

This document describes the process for upgrading DMS-100 Family
switches to software vintages of Batch Change Supplement (BCS) 29
through 36 and PCL releases during 1994 on in-service sites. This document
set supports both NT40 and SuperNode switches. However, NT40 is not
supported beyond BCS36.

"One Night Process" (ONP) software delivery refers to the delivery of a
software update in one night. This is done on like processors including NT40
to NT40, SuperNode to SuperNode, and the various applications of
SuperNode.

"Hybrid Process" and "2-Night Process" methods, which are based on the
ONP, are also included in this document. To understand the differences see
the "Introduction" section."”

How this document is organized
The information in this document is organized in the following manner.

Thelntroductionchapter introduces the One Night Process and briefly
describes how the various software delivery methods work.

The Site preparation overvieghapter provides an overview of Telco/Carrier
administrative and site responsibilities. It also explains the use of the
Methods of Procedure (MOP) sections in performing a software delivery.

This if followed by theMethod of Proceduréor MOP) sections which
contain a series of detailed procedure modules needed to prepare for and
deliver the new software load. Separate MOPs are included for specific
purposes.

Appendix A: Command Summar@sitains example console sessions and
command syntax used throughout the software delivery process.

Appendix B: Supplementary Proceducesitains additional procedures
which may be referenced during the software delivery process.
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vi  About this document

Appendix C: Test Call Scripfgovides a generic test plan for the verification
of the new software release. The test plan requires the site to fill-in and test

the applicable test call types both prior to and following the software
delivery.
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Introduction

About the software delivery process
One Night Process (ONP) methods may be used with offices going to BCS29
or higher. This document set supports both NT40 and SuperNode switches.
However, NT40 is not supported beyond BCS36.

The One Night Process is an automated software delivery process. ONP
consists of procedure oriented type enforcing language (PROTEL) programs
which have been developed to step the user through the software delivery.
This enables the use of high level commands which can be completed in a
shorter time than with previous methods.

In many cases the software program, itself, prompts the user to perform the
required tasks as they are needed. In this respect the ONP actually controls
the delivery of software to the site.

The events of the One Night Process can be divided into two main areas. The
first area is the data transfer (using MOVEBCS or TABXFR, depending on
the BCS). It includes the applicable table data move functions sometimes
known as dump and restore. The second area is BCSUPDATE, which
includes all the required application functions needed to activate the new
BCS software load.

ONP description
Even though not all the activities performed by the Telco or the software
delivery engineer can be automated, the use of ONP does allow in many
cases a complete software delivery in one night.

Since ONP collapses the overall software delivery time into one night;
therefore, for jobs scheduled as ONP normally there are no Data
Modification (DMO) restrictions, no frozen image capture, and no journal
file maintenance by the site.

Hybrid process description
With the Hybrid Process the data transfer (dump and restore) is done ahead-
of-time in a captive office using a frozen image supplied by the Telco and
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1-2 Introduction

resulting in a data-filled image. With this method the site should initiate an
office data freeze (normally by activating JFFREEZE) and must follow
journal file rules until the scheduled software delivery. This ensures that
critical data is captured in journal files and can be restored on the night of the
application.

This method is used when an office is determined to be too large to complete
the ONP in one night, or if certain special activities are requested by the
operating company. Examples of such activities might include LGC to LTC
conversions, 100/200 splits, NPA splits, ISDN sparing, special requests for
tuple changes or deletion, and certain office parameter changes.

With BCS32-34 MOVEBCS tools must be used to perform the dump and
restore. Starting with BCS35 TABXFR is used for this. When either
MOVEBCS or TABXFR is used to perform the dump and restore on a
Hybrid job, it will be done in a captive lab and is referred to as a "Local
Application."

Two Night process description
The Two Night Process is a combination of the ONP and Hybrid delivery
methods. This process provides the data transfer (dump and restore ) function
on-site with a minimum of twelve hours of journal files as opposed to the
minimum of ten days of data freeze (Hybrid process).

This process is used when an office is determined to be too large to complete
the delivery in one night and the customer does not wish to freeze data
modifications for an extended period (Hybrid process).

Using the MOPs
Perform the procedures in order. The responsibility for performing a step is
indicated at the start. Throughout this document "Telco" refers to either a
Telephone Company or Carrier; "site" refers to the craftperson or other
personnel on-location at the DMS switch; and "App" is the BCS applicator
who performs the actual software delivery update. (Occasionally "SDE" is
also used referring to a Northern Telecom software delivery engineer.) In the
procedures "ACT" or "INACT" refers to the active side or inactive side of
the switch, respectively, on which to perform an action.
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Site preparation overview

Planning activities
It is imperative that the administrative functions outlined below are reviewed
by all offices immediately upon receipt of this document.

Administrative functions
The following administrative functions need to occur for all offices well in
advance of the scheduled software delivery.

In offices equipped with TOPS-OC (Operator Centralization), ensure the
host OC office is upgraded prior to the remote OC office.

For TOPS-MP offices, software upgrades should be performed in the
following order:

1. Patch the HOST OC.

2. Upgrade the TPC with software compatible with the new BCS load.
3. Upgrade the HOST OC.

4. Upgrade the REMOTE OC.

Since specific Telco policies may exist within various locations, an
estimated time of SWACT should be established between Telco and the
NT software delivery engineer.

Note: Northern Telecom recommends that the front-end activity switch
(SWACT) be scheduled to take place during low traffic periods to
minimize the impact on the office.

Advanced notification of the software update must be provided by the
site to operator services, service control centers, repair bureau, and other
special services.

Advise the data transferal regional coordinator (or equivalent) when the
software delivery update will occur.

The central office foreman will determine if an Operational
Measurements (OM) tape is to be shipped and will make the necessary
arrangements with the appropriate department.
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2-2 Site preparation overview

Offices equipped with Centralized Automatic Message Accounting
(CAMA) or Local Automatic Message Accounting (LAMA) will arrange
for the validation of an Automatic Message Accounting (AMA) test tape
with the site billing center. Such testing may also include Station
Message Detail Accounting (SMDR) or Other Common Catrrier (OCC).
The site billing center must be informed of this requirement four weeks
prior to the software update. This test will be performed during
POSTSWACT activitiesAppendix C: Test Call ScrigtsEnsure that the
AMADUMP User's GuidéNTP 29C-1001-119) is readily available.

Offices equipped with DPP or BMC actively collecting billing
information may arrange with the downstream processing center to poll
the billing information durin®RESWAC®Nd, optionally, during
POSTSWACT

Warnings
Ensure no hardware changes or retrofits will be in progress during a software
delivery. These activities are prohibited during the BCS application. The
affected hardware must be made INB (installation busy), and any further
software changes must cease. Such activities would inddutlare not
restricted tg any of the following:

Network extensions

Memory extensions

Peripheral additions or deletions
MSB7 to LPP cutovers

Special activities
The operating company may request special changes to office data which can
best be done during the dump and restore. These requests must be identified
ahead-of-time and the job scheduled appropriately as either ONP or Hybrid
(Local). Such activities, referred to as Customer Special Request
workarounds, can includaut are not restricted tany of the following:

deleting entries in table LINEATTR or changing certain restricted fields
LGC to LTC (or LTC to LGC) conversion

Note: This request requires Telco to complete a workaround after CC
SWACT. InAppendix Brefer to Procedure B-4: Converting one PM to
another.

XPM to FXPM upgrade or Inservice FXPM relocation
down-sizing of a switch involving deleting peripherals
changing an MDC group to allow the installation of an attendant console

changing table TRKGRP field SEL SEQ from MIDL or LIDL to ASEQ
or DSEQ
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changing number of entries in TOPSDEV and TOPSPOS if certain
pseudo-cllis or office parm TOPS_NUM_TRAFFIC_OFFICES has been
maxed out

NPA splits

increasing amount of ICI codes per ATTCONS in table CUSTCONS
changing or deleting carrier names in TOPEACAR

100/200 splits

deleting or changing Serving Translation Scheme (STS)

DCH sparing in ISDN offices

changing or deleting remote site names

Pre-application site activities
The site personnel responsible for assisting Northern Telecom during the
software delivery should become familiar with all sections of this document
to ensure designated activities are completed in a timely manner.

After reviewing this document, the Telco site should select the
appropriate MOP in this document. To help in scheduling the needed site
preparation work, be sure to consult your confirmation letter or Site
Notification Package for an exact schedule of events.

Turn to theSite preparation procedurgection of the appropriate MOP,
and begin completing the procedures in that section.

Site should continue performing all needed procedures up through the
Site responsibilities the day of the software delivery proceskogon,
which completes the pre-application phase.

In addition to this document, the site must also be familiar witD#ia
Schema Changes theBatch Change Supplement (BCS) Release Document
for the new BCS load.

Returning tapes
After a software delivery is completed the site should return to Northern
Telecom for recycling all of the following tapes (if applicable) that were used
with thepreviousBCS:

New Peripheral load tapes
ISN Peripheral load tapes
ISDN load tapes
BCSTOOLS tapes

TAS Non-Res tapes
Super Non-Res tapes

ONP/Hybrid Software Delivery Procedures
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Commissioning tapes
Please return the old tapes to:

For RTP market area please use the UPS Authorized Return Service:
Refer to PINK FLYER included with shipment of preliminary tapes
and documents. Use the pre-printed UPS Return Service labels provided.

Tape return shipments are charged to Northern Telecom.

NORTHERN TELECOM

Service and Operations-Richardson
S/W Production, Dept: 6755

2150 Lakeside Boulevard
Richardson, Texas

U.S.A. 75082

NORTHERN TELECOM Europe, Ltd.
Meridian HouseConcorde Road

134 Bridge Road

Maidenhead, Berkshire

England SL6 8DJ

NORTHERN TELECOM Canada, Ltd.
S/W Production, Dept: S644

8200 Dixie Road

Brampton, Ontario

Canada L6V 2M6

S/W Update Verification, Dept: S645/7M24 For VO sites for Canadian
1285 Baseline Road ONPs and retrofits
Ottawa, Ontario

Canada K2C 0A7
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Site preparatlon procedure
Begin this section when the First Shipment of tapes and documentation
arrives at the office. Site must complete the following procechefse
being contacted by Northern Telecom for the pre-application checks (or
Preliminary Precheck). In order to qualify the office for a software upgrade
the series of prechecks must be successfully completed.

Procedure 1
Take image

1 Site/ACT Before beginning the front-end testing (processor tests), DUMP AN
OFFICE IMAGE for backup-one SuperNode image to SLM disk 1 (or to
tape) and backup image to SLM tape cartridge, or one NT40 image to disk
and copied to tape.
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Procedure 2
Route logs SNODE

This procedure ensures that specific logs are routed to an active log device
and are not suppressed.

1 Site/ACT
> LOGUTIL

> LISTREPS SPECIAL

If specific logs are suppressed use
> RESUME <log >

If logs have threshold set use
> THRESHOLD O <log >
where <log> refers to specific CM, MS, SLM, and MM logs.

2 > LISTROUTE DEVICE < printer >

If critical logs are not routed use

> ADDREP <printer ><log >

> STOPDEV <printer >

Verify only critical logs are enabled on the device and are correctly routed.

3 > STARTDEV <printer >
> LEAVE
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Procedure 3
Processor tests SNODE

To ensure front-end stability Site should complete the following tests before
being contacted for the pre-application checks.

Note: Perform the following front-end testing during low traffic periods.

1 Site Ensure the CPUs are in SYNC and the inactive side is NOT jammed.

2 ACT Match the memory from the Memory level of the MAP.
> MAPCI;MTC;CM;MEMORY
> MATCH ALL
> QUIT

3 INACT From the inactive RTIF (remote terminal interface), jam the inactive
CPU.

RTIF> \JAM
RTIF> YES {for confirmation}

4 ACT Drop SYNC from the CM level of the MAP.
> DPSYNC

>YES {for confirmation}

5 INACT Wait for the inactive CPU to return to flashing A1l.

6 Test the CM stability with each of the following restarts on ONLY the inactive
RTIF.

a. INACT RTIF>\RESTART WARM

RTIF> YES {for confirmation}
Wait for a flashing A1.

b. INACT RTIF>\RESTART COLD

RTIF> YES {for confirmation}
Wait for a flashing A1.

c. INACT RTIF>\RESTART RELOAD

RTIF> YES {for confirmation}
Wait for a flashing A1.

-continued-
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3-4 Site preparation procedure

Procedure 3
Processor tests SNODE  (continued)

7

ACT Test the memory cards from the Memory level of the MAP.
> MEMORY;TST ALL
> QUIT

After completion of the test, check any logs indicating pass or fail. If above
test failed, clear the problem and repeat the test.

ACT SYNC the CPUs from the CM level of the MAP.
> SYNC

10

After receiving the "Synchronization Successful" message, verify no faults
are displayed at the CM or Memory levels of the MAP (shows all dots and no
Xs or fs).

11

INACT At the inactive RTIF release the jam.
RTIF>\RELEASE JAM

12

ACT Switch activity of the CPUs from the CM level.
> SWACT

13

INACT Repeat steps 1 through 12 on the newly-inactive CPU.

14

Verify the CPUs remain in SYNC and the inactive side is NOT jammed.

15

ACT Match the memory from the Memory level of the MAP.
> MEMORY;MATCH ALL
> QUIT

16

ACT Perform a REX test long from the CM level.
> REXTST LONG

>YES {for confirmation}
CPU SYNC, Message Controller (MC), and Subsystem Clock (SSC) states
will change. The SuperNode will be out of SYNC for at least 60 minutes.

-continued-
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Procedure 3
Processor tests SNODE  (continued)

17

ACT After completion of the test, verify the test results:

> QUERYCM REXRESULT

The CPUs should be back in SYNC with no REX alarms at the CM level or
on the main MAP display header. If the test failed, contact the site supervisor
to resolve any problems and repeat steps 16 and 17.

18

Repeat (with the other CPU active) steps 16 and 17.

19

ACT Perform an image test from the CMMNT level of the MAP.
> CMMNT

> IMAGE

> QUIT

20

After completion of the test, check any logs indicating pass or fail. If above
test failed, clear the problem and repeat the test.

21

Note: If on BCS 26-28 and patch BKR24C<xx> is present and activated
(PATCHEDIT shows it ON), then skip over the rest of this procedure and go
to the next procedure.

ACT Busy the Slave MS from the MS level of the MAP.

> MS;BSY < x>
where <x> refers to the Slave MS (look under Clock field).

22

ACT Test the MS from the MS level.
>TST< x>

23

After completion of the test the results of the test are displayed. If the test
failed, resolve any problems and repeat the test.

24

ACT Return the busied MS to service.
>RTS < x>

25

Wait 5 minutes to ensure the clocks are stable and to allow the hardware
audit to run. Both MS should be inservice.

-continued-
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Procedure 3
Processor tests SNODE  (continued)

26 ACT Switch MS clock mastership.
> SWMAST

27 Test the other MS by repeating steps 21 through 26.

28 ACT > QUIT ALL
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Procedure 4
Responsibilities before pre-application checks SN

1 Site Site is encouraged to verify all new software load and patch tapes
received in a shipment.

Note: The following steps do not apply to a TAS NONRES tape which
is used only by NT technical support to provide access to certain non-
resident software tools.

a. INSERT (or MOUNT) and LIST each tape.

From the tape header or first file verify the header matches the tape
label and the tape is correct for the to_BCS. For a BCS IMAGE tape
also verify the image filename is correct.

Verify a tape is good by listing the tape to the end without any errors.

C. If any problems are found notify your NT customer service
representative immediately.

d. Keep the tapes on-site for use during the scheduled software update.

2 Site Review the D190 document (office feature record) to ensure the
software content meets the expected requirements.

Note: Offices receiving feature package NTX218, EADAS, ensure table
OMACC has only 25 entries. If table OMACC has more than 25 entries, the
site will have to delete the extraneous entries so the five new EADAS
Operation Measurement tuples will fit.

CAUTION
For MS preloading it is recommended that the MS be loaded using the new
BCS IMAGE tape, and NOT the PM load tape. The MS load provided on the
IMAGE tape contains a more current patch set.

Richardson customers may require loading of the MS prior to the arrival of
the IMAGE tape. Contact Richardson BCS Applications for
MS loading procedures.

If problems are encountered during loading, contact the appropriate
TAS group for assistance.
The recommended procedure for MS preloading is found in section
Updating loads in the Message Switifithis MOP. Wait to upgrade
the MS until the new BCS IMAGE tape arrives on site.

3 Site Load and patch ALL PERIPHERAL MODULES with the to BCS
software loads according to the Peripheral Software Release Document
("Application Procedures" section).

-continued-
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Procedure 4
Responsibilities before pre-application checks SN (continued)

Peripheral modules include all PMs, XPMs, DPP, MPC, and the various
application processors associated with a DMS-SCP/STP/SSP such as the
ENET, LPP (including EIUs, LIUs and LIMs) and the FP.

Note: If a cross-reference file (BCSxxXPM$XREF) is at the beginning of the
XPM patch tape, use it to identify patches applicable to each XPM load.

4 Site Monitor front-end stability watching SuperNode CM,MM, and MS logs
through the day of the software delivery.
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Procedure 5
Save site files

1 Site/ACT Copy all Telco/site-created files in store file (SFDEV) onto a
labeled scratch tape. These files can be manually restored to SFDEV after
the BCS application.

Any patches and files downloaded to SFDEV need to remain in SFDEV for
the BCS application-DO NOT ERASE!

ONP/Hybrid Software Delivery Procedures



3-10 Site preparation procedure

Procedure 6
Peripheral verification SNODE

1 Site/ACT If the office is equipped with DDUs, erase all unwanted files. Then
ensure the peripheral loads and peripheral patches for the to_ BCS are on
the same disk.

2 On the DDU used for primary billing collection (such as AMA SMDR OCC
CDR), perform routine maintenance on the disk to ensure it is functioning
properly. If excessive "bad blocks" are present, reformat the disk.

3 Ensure peripherals (including ENET and DPPs) are loaded and patched with
the to_BCS software. (Refer to the Peripheral Software Release Document.)

Note: Procedures for preloading the MSs are in section Updating loads in
the Message Switch of this MOP.
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Procedure 7
Table ACDGRP

1 App/ACT ldentify any "holes" in table ACDGRP and fill them with dummy
tuples. Otherwise, you may be unable to retrieve MIS reports from some
ACDGRPs.

a. > OMSHOW ACDGRP ACTIVE

b. Look for nonconsecutive keys. (example: 02356 has 1 and 4

missing.)

C. If any missing tuples, have Translations personnel datafill with dummy
tuples. (This prevents the renumbering of key indexes during the BCS
update.)

d.  Also provide datafill in table DNROUTE for each corresponding dummy
tuple added in table ACDGRP.
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Procedure 8
Fill in Test Call Scripts

1 Site Fill in and test the Test Call Scripts in Appendix C.

This is to provide a thorough test plan exercise for testing the new BCS load.
You will be asked to make your test calls after switching activity to the new
BCS.
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Data consistency check procedure
Procedure 1lis for offices on BCS34 and higher.

Procedure 2s for offices on BCS33 and lower.

CAUTION
Review Software Delivery Bulletins and any current
Warning Bulletins concerning TABAUDIT before using it.

Procedure 1
Run TABAUDIT (BCS34 and higher)

Perform this procedure at 15 days prior to the software delivery date. This
allows time to correct any table data problems that might be found. At the
insertion minus 10 days pre-check, NT engineers will review the results.
The data consistency checks must be successfully completed including any
needed data corrections in order for the scheduled application to be
completed on schedule.

For all offices on BCS 34 and higher, perform the following steps. These
steps are used to verify table data integrity using TABAUDIT.

A complete tutorial of TABAUDIT is provided iAppendix AThis includes
information on TABAUDIT enhancements (BCS36) which provide
automated scheduling capability and facilitate data capture.

Warning: TABAUDIT can take up to 10 hours to run. The length of time
will vary from site to site depending on the number and size of tables.

1 Site/ACT Verify table data using TABAUDIT. Send output to a recording
device (e.g. DOOOSCRATCH). Make note of the device used, since the files
will be reviewed by NT prior to BCS application.

TABAUDIT may be set-up to run all the tables using the "ALL" option or to
run a range of tables using the "FROM" and "TO" options. TABAUDIT can
only be run from only one terminal at a time.

To use the "FROM" and "TQO" options see substep a below.
To use the "ALL" option see substep b below.

Warning: If a device is not specified when issuing the TABAUDIT ALL
command, only a SUMMARYS$FILE will be created in Store File and no
separate file will be created for individual failed tables.

-continued-
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Procedure 1
Run TABAUDIT (continued)

If necessary, TABAUDIT may be stopped and restarted . To stop
TABAUDIT at anytime, use break HX. When restarting TABAUDIT,
determine the last table verified by reviewing the "SUMMARYS$FILE " file in
SFDEV. The last table verified can also be determined by listing table DART
and reviewing the "CHKDATE" and "CHKTIME" fields for the most recently
verified table.

Some tables will output information or warning messages as though they
are being changed. However, no changes will be made since TABAUDIT
does not execute any write procedures.

For example, when TABAUDIT is performed on table DATASIZE the
following message is output for every tuple checked:

A restart is needed for this change to take effect. Check the NTP as to
which is appropriate warm or cold.

Or for example, when STDPRTCT is checked, the additional output is:
Warning: Changes in table STDPRTCT may alter office billing.

a. Until the amount of time required to verify all tables is known for a
particular site it is recommended to perform the verification on a range
of tables using the "FROM" and "TO" options and information found in
table DART.

> TABAUDIT FROM < start table >[TO< endtable >]
<device name >

For example, to obtain table names in increments of 100, enter Table
DART, list, go down 100 and list two. Record or print the table names.
Continue this until the end of table DART is reached.

> TABLE DART,; LIST  (output will be the "FROM" table name)

> DOWN 100; LIST 2 ( output will be the "TO" table name of the
first 100 and the "FROM" table name for the second 100)

> DOWN 100; LIST 2 (repeat until the end of table is reached)
> LEAVE

Perform TABAUDIT on the first 100 tables as shown in the following
example:

> TABAUDIT FROM DART TO BGDATA < device name >

When complete, perform TABAUDIT on the next 100. Repeat until all
tables have been verified.

b. Use the TABAUDIT ALL command to perform the data verification
function on all tables listed in table DART using just one command.

> TABAUDIT ALL < device name >

-continued-
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Procedure 1
Run TABAUDIT (continued)

2 Review the summary output and any failed table files. If any table fails,
contact the translations engineer who can help in resolving any data
consistency issues. To verify a corrected table, run TABAUDIT ONLY and
specify the corrected table.

> TABAUDIT ONLY < table name > < device name >
Continue until all tables have been corrected.

3 When all tables have been corrected, if time permits, perform a TABAUDIT
on all the tables again by range or by use of the "ALL" command. This is to
ensure that no changes performed in step 2 have adversely affected other
tables.
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Procedure 2
Run CHECKTAB (BCS33 and lower)

Perform this procedure at 15 days prior to the software delivery date. This
allows time to correct any table data problems that might be found.

For offices on BCS 33 and lower that are scheduled for a complete One
Night Process (not Hybrid), please refer to your Site Notification Package (or
contact the NT Customer Service Representative) for the appropriate
procedure concerning the use of CHECKTAB.
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Updating loads in the Message Switch
Begin this section as soon as the new BCS IMAGE tape arrives on site
(normally two to three days before the software delivery).

Procedure 1is to copy the new CM and MS loads onto a SLM disk. This is
for all offices, and is required in order to load the MS and to enable loading
the mate CM from SLM disk.

Procedure 2s only for offices on BCS34 and higher. Procedure 2 is to
preload the MSs with the new MS load. (For offices on BCS33 and lower,
the MSs will be loaded by the BCS Applicator on the night of the software
delivery.)

Note: When scheduled for a BCS-n to BCS-n application (for example,
BCS34 to BCS34) Telco may choose to NOT preload MSs as long as the
present MS load is patched current.

Procedure 1
Restore CM and MS loads

Restore (that is, copy ) the new CM and MS loads onto a SLM disk.

1 Site/ACT List the SLM tape cartridge with the new BCS IMAGE files (both
_MS and _CM loads).

a. Place the cartridge into the SLM tape drive on the same side as the
inactive CPU.

b. > DISKUT

C. >|T < tape_device >
Inserts the tape into the inactive-side SLM, for example:
IT SOOT or IT SO1T

d. > LF < tape device >
for example, LF SO0T or LF SO01T. May take up to one hour to list.

e.  Verify the MS and CM load files are the correct ones to use.
To help understand the image filenames, you may use Cl command
DISPMS <filename> which displays the image header information.
(Refer to Appx. A for more details of this command.)

-continued-

ONP/Hybrid Software Delivery Procedures



3-18 Updating loads in the Message Switch

Procedure 1
Restore CM and MS loads (continued)
2 Select a SLM disk volume onto which to restore the new BCS IMAGE.

The volume selected should not be on the same SLM with active DIRP
billing.

The volume should not be the same volume normally used to take
images. (This is so that AUTOIMAGE won't fail for lack of disk space.)

If there is a problem completing this step, please contact the next level of
support.

3 Restore both the CM load and the appropriate MS load onto the selected
SLM disk volume.

a. > RE FILE < disk_volume ><tape_device ><filename_CM >
Restores the CM load onto the SLM, for example:
RE FILE SO01DIMGO SO1T LD101015ND36 _CM

b. > RE FILE < disk_volume ><tape_device ><filename_MS >
Restores the MS load onto the SLM, for example:
RE FILE SO01DIMGO SO1T LD101015MS36CR_MS

C. > ET < tape_device >
Ejects the SLM tape, for example:
ET so1T

d. > QUIT
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Procedure 2
Preload both MSs

As of BCS34, backward-compatibility is supported in the Message Switch
(MS). This means, if the office is on BCS34 or higher, then it is possible to
PRELOAD both MSs with the new MS load before the CM is upgraded to
the new BCS.

CAUTION
Do not attempt to upgrade the Message Switch at this time unless
the office is currently on BCS34 or higher.
Failure to heed this caution could result in degradation of the switch
since the MS load is not backward compatible until the office is on
BCS34.

CAUTION
If the office is on BCS34 or higher, both MSs must be loaded with the MS
load provided on the BCS IMAGE tape prior to starting the BCS application.
The following procedure assumes the proper MS load was success-
fully copied to a SLM disk volume.

Note: The BCS IMAGE provided is patched current. If any new patches
are required, these will be downloaded to SFDEV and applied on the
night of the BCS application.

1 Site/ACT List the SLM disk volume onto which the new BCS IMAGE files
(both _MS and _CM loads) were previously restored (copied).

a. > DISKUT

> LF SOOD<volume > {or SO1D<volume>}
where <volume> is the SLM disk volume with the BCS IMAGE.

b.  Verify the image files (both _MS and _CM) on the SLM disk volume
are correct. Be sure to use the image files provided on the new BCS
IMAGE tape.

To help understand the image filenames, you may use the DISPMS
<filename> command which displays the image header information.
(Refer to Appx. A for more details of this command.)

2 At the MS level of the MAP, determine which MS contains the SLAVE clock.
(Look for "slave" under the CLOCK field.)

> MAPCI;,MTC;MS

-continued-
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Procedure 2
Preload both MSs  (continued)

3

> BSY <MS#> {the MS with the slave clock}

> LOADMS <MS#> <filename >
where <filename> is the name of the _MS load file listed above in step 1.

>YES {for confirmation}

When prompted, perform an out-of-service test on the MS just loaded.

> TST <MS#> {on the OOS MS}
Ensure the test passes with no faults. Determine the cause for any failure, fix
the fault, and repeat the test.

CAUTION

Do not proceed unless NO faults are reported.
Replace cards if necessary and repeat the test. Contact site supervisor

if the test fails repeatedly.

> RTS <MS#> {not OOBAND!}

Wait 5 minutes to ensure the clocks are stable and to allow the hardware
audit to run. Both MSs should be inservice.

Note: The MS load on the CM image tape is patched as current as possible.
Copies of all MS patches that were applied to this load will be in mate
SFDEV when the CM image is loaded for the BCS application. Once the CM
load is made active (by the SWACT) the MATCHALL MS (PATCHER) will
function as intended.

Switch MS clock mastership.
> SWMAST

Monitor MS logs for 10 minutes to ensure stability.

10

Repeat steps 3 through 9 to update the load in the other MS.

11

> QUIT MAPCI
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Site responsibilities the day of the software delivery

The following steps must be completed by site persdmeferethe software
delivery engineer contacts the site for the scheduled software delivery.

Procedure 1
Day zero checklist

1 Site Verify that all problems identified from performing table data checks
have all been resolved.

2 Verify that the front-end processors have been in sync for the past 24 hours
and the last REX test has passed.

3 Verify an image has been taken in the last 24 hours and backed to tape.

4 Ensure you have undertaken your critical test call plan and verified it. (See
Appendix C: Test Call Scripts.)

5 Verify SFDEV has been cleared of all Telco/site-created files.

6 Verify all to_BCS patches have been downloaded to site and are present in
SFDEV.

7 LIU7 image with feature AQ1102

In preparation for the ONP, assuming that the LIU7s have had their software
loads upgraded, dump an image of an INSV LIU7. There should be no
changes to the tables C7GTT, C7TGTTYPE, C7TNETSSN, or C7DCIS6
between the time this image is dumped and when the ONP occurs.

This is to utilize feature AQ1102, which allows faster recovery of LIU7s

under certain circumstances. Please refer to the feature description for
details of the possible recovery scenarios.

Note: If an image with up-to-date data is not available, then data sync of an
LIU7 following the CC Warm SWACT may take considerable time if table
C7GTT is very large.
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Procedure 2
Patch verification

The Site is responsible for the following patch verification step.

1 Site/ACT All patches downloaded to SFDEYV after the final office review
should be copied to tape (or to disk) and LEFT IN SFDEV.

- From-side patches that are process-related (affecting ONP tools) will be
applied by the BCS Applicator on the night of the BCS application.

. To-side front-end and MS patches in SFDEV will be automatically applied
to the new BCS load on the night of the BCS application.
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Procedure 3
Run DATADUMP

1 Site/ACT Run DATADUMP to output important switch information for future
reference.

a. >LOGUTIL;STOPDEV < printer >
where <printer> is an available printer to be used for recording. This
makes sure the logs are stopped on the device.

> LEAVE

b. > RECORD START ONTO <printer >

C. > BCSUPDATE;DATADUMP {for BCS33 and higher}
When DATADUMP is completed:
> QUIT

d. > DRCI;RUNEXEC DATA_DUMP {for BCS32 and lower}
When DATADUMP is completed:
> QUIT

e. > RECORD STOP ONTO <rinter >
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Procedure 4
FX voice and data

1 Site Ensure there will be uninterrupted communication with the software
delivery engineer during the software delivery. (Provide FX voice and data
lines.)

2 Ensure at least two dialup ports are operational-one on each I0C. These
should have COMCLASS of ALL.

3 Verify user names to be used during the software update have PRIVCLAS of
ALL.
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Preliminary phase procedure

This section details both SITE and BCS applicator (App) activities required
for a One Night Process software delivery.

The actual software delivery begins when the software delivery engineer puts
the switch into simplex mode (drops sync) and loads the inactive CPU with
the new BCS software load.

Two dialup ports are required, one for the active side processor (label it
ACT) and one for the inactive side processor (label it INACT). Remember
to acquire a soft copy of the console sessions for both terminals.

Note: Telco may elect to monitor the application process by recording
onto printers. This can impact the software delivery time. Site may start
recording by issuing the following command for two printers, one for
each of the dialup ports to be used by the applicator: "RECORD START
FROM <terminal_id> ONTO <printer>."

CAUTION
Ensure no hardware changes or retrofits are in progress. This includes
network or memory extensions and peripheral additions/deletions.
These activities are prohibited during the BCS application. Such
hardware must be made INB (installation busy), and any further
software changes must cease.
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Procedure 1
Interrupt/ABORT process

Both SITE and Applicator should be familiar with each of the following
steps before continuing with the procedures in this section.

If problems develop during the software delivery, resort to one of the
following actions.

1 If the MOVEBCS process must be halted or interrupted, use the MOVEBCS
HALT option. Refer to "Interrupt MOVEBCS" in Appendix A (page A-19).

2 If the TABXFR process must be halted or interrupted, use the HALT option.
Refer to "Interrupt TABXFR" in Appendix A (page A-24).

3 It may be necessary to STOP (and reschedule) the application after
PRESWACT has been implemented, but before the switch of activity. Refer
to "PRESWACT Abort" in Appendix A (page A-29).

4 If a controlled REVERT is required after the switch of activity (SWACT) refer
to "Revert to old load procedure" (page 3-119).

5 If an emergency ABORT is required after the switch of activity (SWACT)
refer to "Emergency Abort procedure” (page 3-145).
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Procedure 2
Remote login

1 App/ACT Contact the control center (if required) and the site on the voice
phone and connect to both dialups. Verify one dialup port is on IOCO and
the other is on I0C1.

2 App/ACT Login the users and if applicable, set LOGINCONTROL.

a.
b.

or

<break>

?LOGIN
Enter username and password {system response}

> <username> <password>

> <username>

> <password>

where username and password can both be found on the Pre-
application report.

For BCS33 and higher enter:

> BCSUPDATE;DEVICE

> QUIT

For BCS32 and lower enter:

> LOGUTIL;STOP;STOP

> LEAVE

> LOGINCONTROL <device> QUERY

{Note the name of this device}

Verify Open Condition Logoutis N. If not, retain the original status and
enter:

> LOGINCONTROL <device> OPENFORCEOUT FALSE
Verify Max Idle Time is Forever. If not, retain original status and enter:
> LOGINCONTROL <device> MAXIDLETIME FOREVER

> LOGINCONTROL <device> DISABLEON REMOVE
<forceout_conditions> {conditions obtained in substep d above}

Repeat this entire step on the other terminal device.
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Procedure 3

Check logs SNODE

1 App/ACT For BCS33 and higher check logs to verify processor stability.
> BCSUPDATE;LOGCHECK

> QUIT
Do not continue until all logs have been explained.

2 App/ACT For BCS32 and lower check logs to verify processor stability.
> LOGUTIL

> OPEN <log_buffer  >;WHILE(BACK)()
where <log_buffer> refers to CM, MS, SLM and MM logs.

> LEAVE

> TRAPINFO
Check for store parity traps, MM (mismatch), and store checksum logs. Do
not continue until all logs have been explained.
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Procedure 4
Stop journal file
1 App/ACT ROTATE and STOP the Journal File recording.

a. >MAPCI;MTC;IOD;DIRP;QUERY JF ALL
Check which JF volume is currently active.

b. > CLOSE JF ACTIVE
QUERY again to verify rotation.

C. > JF STOP
Verify stopped.

d. > QUIT MAPCI
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Procedure 5
Ensure MSs loaded

As of BCS34, backward-compatibility is supported in the Message Switch.
This means, if the office is on BCS34 or higher, then it is possible to
PRELOAD both MSs with the new MS load before the CM is upgraded to
the new BCS.

1 App/ACT If the office is on BCS34 or higher, then ensure both MSs are
loaded with the new MS load that was provided on the new BCS IMAGE
tape.
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Procedure 6
Drop sync SNODE

1 App/ACT Type:
> MAPCI;MTC;CM

2 App/ACT Ensure the CM you want to load with the new BCS load is inactive
and the corresponding MS and SLM components are used.

For example: if the new BCS image resides on SLM disk 0, then CM 0

should be the inactive side, and the MS 0 clock should be the slave clock.

a. Determine where the new BCS image resides (normally SLM disk 0).

b. If needed to align the CM with the SLM, you may switch activity of the
CM using SWACT (CM level).

C. If needed to align the MS clock with the CM, you may switch MS clock
mastership using SWMAST (MS level). If you do, wait five minutes to
continue.

3 Site/INACT From the inactive RTIF enter:

RTIF>\JAM

RTIF> YES {for confirmation)
4 App/ACT

> DPSYNC {from CM level)

>YES {if prompted to disable AUTO PATCHING}

>YES {to confirm DPSYNC}
5 Site/INACT Site must tell the engineer when the inactive CM is flashing A1l.
6 App/ACT

> QUIT MAPCI
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Procedure 7
BULLETINS before LOADMATE

1 App Verify and perform all software delivery bulletins and workarounds that
are required prior to beginning LOADMATE.
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Procedure 8
Loadmate SNODE

1 App/ACT List the SLM disk volume onto which the new BCS IMAGE files
(both _MS and _CM load files) were previously restored (copied).

a. > DISKUT

> LF SOOD<volume > {or SO1D<volume>}
where <volume> is the SLM disk volume with the BCS IMAGE.

b.  Verify the image files (both _MS and _CM) on the SLM disk volume
are correct. Be sure to use the image files that were provided on the
new BCS IMAGE tape.

To help understand the image filenames, you may use the DISPMS
<filename> command which displays the image header information.
(Refer to Appx. A for details of this command.)

2 App/ACT If the _CM image file was not previously restored to the SLM disk,
you can instead loadmate from SLM tape as follows. (Otherwise, go on to
with the next step to load from disk.)

CAUTION
The _MS file will have to be restored to the SLM disk in order
to load the MS (during PRESWACT if not already done).
However, since loadmate can be done using SLM disk or tape, you
may wait until loadmate is done to restore the _MS file to SLM disk.

Insert the new BCS IMAGE cartridge into the SLM tape drive corresponding
to the inactive CM.

> LDMATE DIRECT TAPE 2 {loads 2nd file on the tape}

-continued-
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Procedure 8

Loadmate SNODE (continued)

3 App/ACT If BCS28 and higher, loadmate using the SLM disk as follows.
a. Ensure no DIRP files are opened on the SLM disk with the image.

> DIRP;QUERY < subsystem > ALL
where <subsystem> is AMA, OM, JF, or DLOG.

If any opened files, close the files (or rotate the information to the
active side).

CAUTION
LDMATE DIRECT (below) will fail if there are any opened files

on the SLM device with the image.
"DIRECT LOADMATE OPERATION FAILED: File System
operations must be halted before initiating loadmate."

b. > LDMATE DIRECT DISK < filename _CM>
If you get the above message, either close the opened file(s), or else
loadmate using the VIAMS option as follows.

> LDMATE VIAMS < filename _CM>

4 App/ACT If BCS27 loadmate using the SLM disk as follows.
a. Activate patch SSY05C27.
> PATCHEDIT SSY05C27 ON
b. > LDMATE < filename _CM>

5 App/ACT If BCS26 loadmate using the SLM disk as follows.
> LDMATE < filename _CM>

6 Site and App/INACT Wait for loadmate to complete and the inactive
processor to flash Al.
While waiting for loadmate, SITE may display the patches in store file
(PATCHER; DISPLAY <patch>) or may copy any new patches to the new
patch tape (or to disk).
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Procedure 9
Login inactive after Loadmate SNODE

Login on the inactive processor after loadmate is complete.

1 App/ACT Type:
> MATELINK RTS

2 Allow initialization on the inactive side (flashing Al).

3 LOGOUT of the active side if logged in on the terminal labeled INACT.

4 > MATEIO

> MATELOG <device >
where <device> is the name of the terminal labeled INACT.

5 App/INACT

Enter username and password {mate-side response}
Mate> OPERATOR OPERATOR

or Enter username
Mate> OPERATOR

Enter password
Mate> OPERATOR
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Procedure 10
Set date and header message

1

App/INACT Set the current date and site header message on the mate side.
Mate> SETDATE < dd mmyy > {set today's date}

Mate> SETLOGMSG '< text >'

where <text> becomes the office header on the new software load. Using
the old header as the model, change the Office Order (COEO), office
name, Product Code (or BCS level), and application date . Ensure all
symbols at the beginning and end of the header message remain the same
(including spaces).

Note: The "Order/Suborder" (Office Order) and "To Product/Version"
(Product Code/BCS) can be found in the Parmmail.

Example:
94/04/12 00:41 *** H01234 OFFICE LEC00002 120494 ***
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Procedure 11
Download application files (RTP)

1 App/ACT Download special application files to active side SFDEV.

If to_BCS 37 and higher the Applicator Package will contain the following
files:

PARMCHGS
Download PARMCHGS renaming it as "FEATDATA."
Print this file for reference information.

Note: PARMMAIL is also in the Applicator Package for reference.

SITEINFO
Download SITEINFO. This file will be used to update the Inform list

(next step) for the new software load.

2 Matecopy the SITEINFO file to the inactive, and read (execute) it.

Note: To allow further calculation of patches for a given office, the site_key
must be inserted into the inform list to identify that inform list to patadm. This
is done by applying special patches which will correct the patch inform list.

a. ACT
Matecopy SITEINFO to inactive side SFDEV.
b. INACT
Read SITEINFO (to execute) on the inactive side.

Note: When read, SITEINFO will enter patcher, create the "dummy
patches" in sfdev, apply the patches to update the inform list, and
erase the patches.
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Procedure 12
Check logs inactive SNODE

1 App/INACT Forto_BCS 33 and higher check mate logs to verify processor
stability.
Mate> BCSUPDATE;LOGCHECK

Mate> QUIT
Do not continue until all logs have been explained.

2 App/INACT Forto_BCS 32 and lower check mate CM logs.
Mate> LOGUTIL;OPEN CM;WHILE(BACK)()
Mate> LEAVE

Mate> TRAPINFO
Check for store parity traps. Do not continue until all logs have been
explained. Traps from active side (FOOTPRINT) may also be shown.

3 App/INACT
Mate> TRAPINFO CLEAR
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Procedure 13
Mate-side memory check

1

App/ACT If from_BCS 32 and higher, perform a mate-side memaory check.

If this test fails do not continue -immediately notify the site supervisor.
The purpose of the check is to prevent a SWACT to faulty hardwar

on the inactive side.

CAUTION

Note: Entering the RUNSTEP command below gives a warning that the step
is done out of process. This is okay-answer YES to the prompt.

a. > BCSUPDATE;RUNSTEP MATE_MEM_CHECK

Note: This displays on the active side the result of the test,
“completed” or “not completed.” If it is not completed an error message
is also printed on the active side.

b.  Should this check fail, isolate and replace the faulty memory card on
the inactive side. For additional information, turn to
"MATE_MEM_CHECK failure" in Appendix B.

c.  >QuUIT
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Procedure 14
Retain PARM values

1 App Obtain a list of the following office parameters for reference.

> TABLE OFCVAR
> POS NODEREXCONTROL
> POS LCDREX_CONTROL
> QUIT

> TABLE OFCENG
> POS GUARANTEED TERMINAL_CPU_SHARE
> QUIT

> TABLE OFCSTD
> POS DUMP_RESTORE_IN_PROGRESS
> QUIT
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Procedure 15
Patch inactive

PATCH the inactive processor by following this procedure. (Mate patching
can instead be done manually if desired.)

Note: Entering the RUNSTEP commands below gives a warning that the
step is done out of process. This is okay-answer YES to the prompt.

1 App/INACT If coming from_BCS 31 and lower, on the mate side turn on
access to WTAB using TASTOOL procedure.

2 ACT On the active side, ensure table PADNDEYV points to the device
(typically SFDEV) containing the patches that were downloaded for the
to_BCS.

> TABLE PADNDEV;LIST ALL
If there are devices in this table that do not contain to_BCS patches, make a
note of the tuples and DELETE them.

Note: MOVEBCS or TABXFR will attempt mate patching again (until this is
patched out). After MOVEBCS/TABXFR does this, you will need to restore
the original data in table PADNDEV. There are two ways of doing this:

1. In procedure "MOVEBCS/TABXFR setup”-Set a stop point in
MOVEBCS/TABXFR to stop before table PADNDEYV is moved. (At that point
the patching will be completed.) Then when it stops edit the table on the
active side and allow the data transfer to continue.

2. In procedure "MOVEBCS/TABXFR completed"-Allow MOVEBCS/
TABXFR to run to completion as usual. Then edit table PADNDEYV on both
the active and inactive sides.

3 > BCSUPDATE;RUNSTEP VERIFY_DSLIMIT

4 > RESET

5 > RUNSTEP DISABLE_AUTOIMAGE
Note: This step is not valid if the AUTOIMAGE feature is not available.

6 > RUNSTEP SET_OFFICE_TUPLES

7 > RUNSTEP SEND_PATCHES

8 > RUNSTEP APPLY_PATCHES

9  >QUIT

-continued-
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Procedure 15
Patch inactive (continued)

10 Site and App/INACT Print the PATCHS$FILE and review applied (mate)
patches.

Mate> LISTSF ALL;PRINT PATCHS$FILE
If you need to DISPLAY any patches that were applied on the inactive side,
these patches can still be accessed from the active side.

11  Mate> TRAPINFO

If trap occurred, do not continue until the trap is explained and action taken
to correct the error.
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Procedure 16
Activate patches inactive

1

App/ACT Determine which ACT patches are activated in the old load.

a.

> PATCHEDIT
This command shows a list of 'ACT' patches and which ones are
activated (turned on).

Review the patch list to determine which patches are currently
activated (ON) on the active side.

Normally any ACT patch activated in the old load should be manually
activated in the new load (see next step).

Site and App/INACT As needed activate ACT patches on the inactive side.

a.
b.

Mate> PATCHEDIT

Compare the mate-side patch list with active-side list obtained above.
Decide with the site if any patches need to be activated (set "ON") at
this time.

Passwords will be provided on the ‘APF' report for any "feature
patches" in the new BCS load. Give the password to Telco, but do
NOT activate the patch at this time unless already ON in the old load.

Mate> PATCHEDIT <patch> ON
This activates the patch.

Repeat this command for each patch to be activated.

Also determine from comparing the patch lists if any ACT patches
should be set to "NA" (no audit) state.

Mate> PATCHEDIT <patch> NA
This sets the patch to "NA" state.

Repeat this command for each patch to be set to "NA."
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Procedure 17
Restart inactive for patches

1 App Perform each of three types of restarts (warm, cold, and reload) on the
inactive side to satisfy the requirements of any patch(s) needing a restart.
Note: Sequence of restarts is not important.

INACT
Mate> RESTART < restart type >

Mate> YES {for confirmation}

2 Allow initialization on the inactive side (flashing Al).

3 Login on the inactive side.

4 Repeat above steps for each type of restart required.
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Procedure 18
IPL modules

1

App/ACT If from_BCS 30 and lower, to avoid problems using
STATUSCHECK, STATUSUPDATE, and RESTARTSWCT because of
device/hardware irregularities, do the following.

a.

> QUERY <module>

where <module> is:

NODESTAT STCSTAT IPMLSTAT
CARRSTAT JCTRSTAT DCHSTAT

Repeat QUERY for each module listed.

Note: OPMSTAT, CCS6STAT, RCUSTAT, and CSCSTAT are also
status modules, but do not require this procedure. The counts for these
modules are set to their maximum values.

If any module is loaded, as indicated by the QUERY command, enter
the following:

> RUN <xxxx> IPL
where <xxxx> is a loaded module.

Note: Three or four SWERRS will be generated for each module
entered in this step. The SWERRS are expected and indicate that
procedures and counts for the hardware are being updated.
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Procedure 19
SWCTCHK verification

1 App/ACT If from_BCS 29 and lower, verify Pre-application Engineering has
entered the SWCTCHK command (see Pre-application Report). If not done
earlier complete this step.

a. Ensure patch EWWO08 is applied on the active (from-side) load.
b. >SWCTCHK
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Procedure 20

MASSTC

1 App Check status in MASSTC level (TOPS office only).

a.

ACT

> MASSTC

> STATUS

If the status is INITIAL, then no action is needed.

INACT If the status is DUPLICATED, then with Telco consent on the
MATE side enter:

Mate> ENABLE
or, if data is obsolete
Mate> SCRAP

ACT If the status is SWITCHED, then with Telco consent on the
ACTIVE side enter:

> PERM
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Procedure 21
BULLETINS before data transfer

1 App Verify and perform all software delivery bulletins and workarounds that
are required prior to beginning the data transfer (MOVEBCS/TABXFR).
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MOVEBCS procedure

For COMPLETE ONP ONLY (NOT HYBRID)-This section details steps
required to move the data from the old BCS load to the new BCS load.

For from_BCS 34 and lower, the MOVEBCS is used to perform the data
transfer portion of a BCS application.

Procedure 1
Table DART

1 App Forto BCS 30 and 31 only, prepare table DART as follows.

a. ACT > MATECOPY DRNOW

b. INACT Mate> LISTSF ALL
Mate> READ DRNOW
Mate> ERASESF DRNOW
Mate> DARTEDIT
Mate> PRINTDART LONG {optional list for reference}
Mate> QUIT

Note: For additional DARTEDIT command syntax refer to MOVEBCS
summary in Appendix A.

2 App Forto_BCS 29 only, prepare table DART as follows.
a. ACT >MATECOPY DRNOW
b. INACT Mate> RESTTYPE EXTERNAL
Mate> LISTSF ALL
Mate> READ DRNOW
Mate> ERASESF DRNOW
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Procedure 2
Office PARMs

CAUTION
Before beginning read all bulletins concerning changes to
office parameters (PARMS).
Some office PARM values, if not already built into the new load, will
have to be set during the data transfer. This could involve setting stop
points in the MOVEBCS/TABXFR prior to starting.

PARAMETERS RULE-If any office PARMs are found to be different
between the old and new software loads, then follow this rule:

. Use the requested PARM value from Bermmail(or Parm Variance
Reporn).

- If there is no requested or reformatted PARM value, use the value that is
currently in the switch (old load).

Note: A reformatted value is indicated on the Parmmail as the polling
value with "R" beside it.

1 Office parameters are already set in the undatafilled BCS image.

a. Compare (delta) the parm values in the inactive side with the ordered
parameters indicated in the Parm Variance Report.

b. Normally, if any parms need to be corrected, make the required
changes before beginning the data transfer. Make the parm
corrections by changing the appropriate office tables on the inactive
side.

Note: On the mate side use commands "MOVEBCS STOP BEFORE <table
name>" and "MOVEBCS STOP AFTER <table name> " to cause the
MOVEBCS process to stop at specified tables. The "STOP BEFORE option
is safer because it does not involve pre- or post-activities which may be
attached to a particular table. (For example, "MOVEBCS STOP AFTER
NNASST is not possible since the post-activity for NNASST may include a
restart.)

When using these options remember to use "STOP CLEAR BEFORE
<table name> " or"STOP CLEAR AFTER <table name> " before
continuing MOVEBCS. This clears the previous stop points.
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Procedure 3
Stop after CLLIMTCE$DIAGDATA

1 App/INACT For from_BCS 26 and to_BCS 29 type:
Mate> MOVEBCS STOP AFTER CLLIMTCE$DIAGDATA
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Procedure 4
MOVEBCS setup

1 App Set up TRACECI to monitor MOVEBCS summary and error messages
on the primary terminal (ACT).

a. ACT >TRACECIDEVICE < device_name >
where <device_name> is the name of the device labeled INACT.
Response on the inactive side:
This device is selected for TRACEing

b. INACT Mate> TRACECI TEST 'THIS IS A TEST'
"THIS IS A TEST" is output on the device selected above.

2 App/INACT Set MOVEBCS to stop at each error with a limit of not more than
100.

a. Mate> MOVEBCS LIMIT 25 {limit of 25 is recommended}
b. Mate> MOVEBCS STOPIF 1
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Procedure 5
Start MOVEBCS

1 App Start the data transfer using MOVEBCS as follows.

CAUTION
MOVEBCS will perform a mate-side memory check. If this test fails
do not continue -immediately notify the site supervisor.
The purpose of the check is to prevent a SWACT to faulty hardwar
on the inactive side.

a. INACT Mate> MOVEBCS;LOGOUT
MOVEBCS will perform an automatic restart reload after each of the
following tables is transferred: DATASIZE, NNASST (or CMSHELF),
and (conditionally) TRKMEM. Following the automatic restart,
MOVEBCS will automatically start transferring the next table listed in

table DART.

b.  Certain tables will fail with the message "This table is
Recursive... " No action is required other than to restart
MOVEBCS.

Note: This message means the table will be re-datafilled automatically
by MOVEBCS (since data for the table depends upon other tables
being datafilled first). Recursive tables may include: XLANAME,
ESAPXLA, NCOS, THOUGRP, IBNRTE, OFRT, FNMAP, and others.

C. ACT If any table fails to restore properly on the mate side, MOVEBCS
will stop (depending on STOPIF and LIMIT) and will identify the
headtable/subtable position in error.

For any table in error investigate the problem by entering on the
ACTIVE side:

> DELTA < table > NOFILE {compares old and new tuples}

or
> DELTA < table > SUB < subtable > NOFILE

d. INACT Whenever it is necessary to login on the inactive (mate) side to
correct an error, first verify a flashing A1 on the inactive processor;
then login on the mate side and make the needed changes.

e. INACT Each time you restart the MOVEBCS, also LOGOUT on the
mate side (as above).

Mate> MOVEBCS;LOGOUT

Note: Avoid unnecessary or prolonged logged-in sessions on the mate
side while MOVEBCS is running.
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Procedure 6
Copy patches

1 Site/ACT While the data transfer is running and as time allows, on the active
side copy patches in store file to the new patch tape (or to disk) and XPM
patches to disk.

Note: Following are steps to copy individual patches to tape or disk. You
may instead create a file to automatically copy these patches.

a. Install the new patch tape on a tape drive (x) with a write enable ring.
b. >LISTSFALL
C. > MOUNT <x>;LIST T< x>

d. > COPY <sfdev_patch > T< x>
where <sfdev_patch> refers to patches in SFDEV listed in step 1.b.

e. Repeat COPY for each patch in SFDEV.
> DEMOUNT T<x>
> LISTSF ALL

> @ -

List the disk volume where the XPM loads (and patches) normally
reside.

> COPY < xpm_patch > < pmload_disk >

where <xpm_patch> refers to XPM patches in SFDEV (format
aaannXyy$PATCH: aaa is alphabetic, nn is numeric, and yy is the
BCS number), and where <pmload_disk> is the XPM disk volume
listed above. Do not perform if there are no XPM patches in SFDEV, if
there are no XPMs or if there are no disks.

J- Repeat COPY for each XPM patch in SFDEV.
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Procedure 7
Table CLLIMTCE$DIAGDATA

1 App/INACT For from_BCS 26 and to_BCS 29: if a stop point was set
previously, expect MOVEBCS to stop after table CLLIMTCE subtable
DIAGDATA is restored to allow the following workaround to be done.

a. After MOVEBCS stops, login on the inactive (mate) side and enter:
Mate> FIXDIAG

b. CLEAR the stop point that was set AFTER CLLIMTCE$DIAGDATA
Mate> MOVEBCS STOP CLEAR AFTER CLLIMTCE$DIAGDATA

C. Restart MOVEBCS.
Mate> MOVEBCS;LOGOUT
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Procedure 8
MOVEBCS completed

1 MOVEBCS is finished when you receive the following message.
INACT - completed D/R of office

Note: Do not perform the following step if PADNDEV data was manually restored
during the MOVEBCS. (See procedure "Patch inactive.")

2 ACT and INACT On BOTH the active and inactive sides, change table
PADNDEYV back the way it was before patching the mate side.
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Procedure 9
Login inactive

1

App/INACT Verify a flashing A1 on the inactive processor.

Login on the mate side as follows.
a. ACT
> MATEIO

> MATELOG <device >
where <device> is the name of the terminal labeled INACT.

b. INACT

Enter username and password {mate-side response}
Mate> OPERATOR OPERATOR

or Enter username
Mate> OPERATOR

Enter password
Mate> OPERATOR
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Procedure 10
Print reports

1 App Generate a final data transfer report. This will include both the table
exception report and the NTX package delta.

a. ACT Only if RECORD START was not done previously, type the
following.

> RECORD START FROM <erminal_id > ONTO <printer >
where <terminal_id> is the terminal device labeled INACT, and
<printer> refers to a printer used to collect the data transfer
information.

b. INACT
Mate> MOVEBCS REPORT

C. ACT Only if RECORD START was done in substep a (above), type the
following.

> RECORD STOP FROM <erminal_id > ONTO <printer >
where <terminal _id> and <printer> are the devices used above.
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Procedure 11
Trapinfo inactive

1 App/INACT Type:
Mate> TRAPINFO

If a trap has occurred, do not continue until the trap is explained.
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This page purposely left blank.

NTP 297-1001-303 Release 04.01 September 1994



ONP SNODE MOP 3-61

TABXFR procedure
For COMPLETE ONP ONLY (NOT HYBRID)-This section details steps
required to move the data from the old BCS load to the new BCS load.

For from_BCS 35 and higher, the TABXFR increment is used to perform the
data transfer portion of a BCS application.

Procedure 1
Office PARMs with TABXFR

CAUTION
Before beginning read all bulletins concerning changes to
office parameters (PARMS).
Some office PARM values, if not already built into the new load, will
have to be set during the data transfer. This could involve setting stop
points in the MOVEBCS/TABXFR prior to starting.

PARAMETERS RULE-If any office PARMs are found to be different
between the old and new software loads, then follow this rule:

« Use the requested PARM value from Bermmail(or Parm Variance
Reporn}.

- If there is no requested or reformatted PARM value, use the value that is
currently in the switch (old load).

Note: A reformatted value is indicated on the Parmmail as the polling
value with "R" beside it.

1 If to_BCS36 and lower -Office parameters are already set in the
undatafilled BCS image.

a. Compare (delta) the parm values in the inactive side with the ordered
parameters indicated in the Parm Variance Report.

b. Normally, if any parms need to be corrected, make the required
changes before beginning the data transfer. Make the parm
corrections by changing the appropriate office tables on the inactive
side.

-continued-
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Procedure 1
Office PARMSs with TABXFR  (continued)

2 If to_BCS37/CSP02 and higher -With the introduction of CSP02 office
parameters will be set as part of the TABXFR.

a. Compare (delta) the parm changes to be applied by the FEATDATA
file with the ordered parameters indicated in the Parmmail.

Note: PARMMAIL and PARMCHGS files are in the Applicator
Package. All new and changed parm values as indicated in
PARMMAIL are also listed in PARMCHGS (and FEATDATA).

b. If any parms need to be changed, edit the FEATDATA file to reflect the
corrected parm values. TABXFR will use this file to set the parms.

C. App/ACT Once the FEATDATA file is verified correct, MATECOPY the
file to inactive (mate) side SFDEV. This file will be processed after the
parm tables restore.
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Procedure 2
TABXFR setup

1 App Set up TRACECI to monitor TABXFR summary and error messages on
the primary terminal (ACT).
a. ACT >TRACECIDEVICE < device_name >
where <device_name> is the name of the device labeled INACT.
Response on the inactive side:
This device is selected for TRACEing
b. INACT Mate> TRACECI TEST 'THIS IS A TEST'
"THIS IS A TEST" is output on the device selected above.
2 App/INACT Set up and initialize the TABXFR platform used to perform the

table transfers.

a.

Mate> TABXFR
TABXFR: {system response}

Mate> STOPIF 1
Table transfer will stop after this number of failures.

Mate> LIMIT 25
Limits the number of failures allowed on a table.

Mate> SETUP STANDARD
TABXFR type set to: STANDARD. {system response}

Note: The STATUS command can be used at any time while in the
TABXFR increment to display information about the setup and status
of the data transfer.
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Procedure 3
Start TABXFR

1 App Start the data transfer using TABXFR as follows.

CAUTION
TABXFR will perform a mate-side memory check. If this test fails
do not continue -immediately notify the site supervisor.
The purpose of the check is to prevent a SWACT to faulty hardwar
on the inactive side.

a. INACT Mate> TABXFR;STARTXFR;LOGOUT
TABXFR will perform an automatic restart reload after each of the
following tables is transferred: DATASIZE, NNASST (or CMSHELF),
and (conditionally) TRKMEM. Following the automatic restart, TABXFR
will automatically start transferring the next table listed in table DART.

Note: A list of empty head tables is sent to the inactive side at the
beginning of TABXFR. The applicator may also see empty sub tables
that are not on the list being transferred. This is normal and is design
intent.

b.  ACT If any table fails to restore properly on the mate side, TABXFR
will stop (depending on STOPIF and LIMIT) and will identify the
headtable/subtable position in error.

For any table in error investigate the problem by entering on the
ACTIVE side:

> DELTA < table > NOFILE {compares old and new tuples}

or
> DELTA < table > SUB < subtable > NOFILE

C. INACT Whenever it is necessary to login on the inactive (mate) side to
correct an error, first verify a flashing A1 on the inactive processor;
then login on the mate side and make the needed changes.

d. INACT Continue theTABXFR as follows. Also LOGOUT on the mate
side (as above).

Mate> TABXFR;STARTXFR;LOGOUT

Note: Avoid unnecessary or prolonged logged-in sessions on the mate
side while TABXFR is running.

NTP 297-1001-303 Release 04.01 September 1994



ONP SNODE MOP 3-65

Procedure 4
Copy patches

1

Site/ACT While the data transfer is running and as time allows, on the active
side copy patches in store file to the new patch tape (or to disk) and XPM
patches to disk.

Note: Following are steps to copy individual patches to tape or disk. You
may instead create a file to automatically copy these patches.

a. Install the new patch tape on a tape drive (x) with a write enable ring.
b. >LISTSFALL
C. > MOUNT <x>;LIST T< x>

d. > COPY <sfdev_patch > T< x>
where <sfdev_patch> refers to patches in SFDEV listed in step 1.b.

e. Repeat COPY for each patch in SFDEV.
> DEMOUNT T<x>
> LISTSF ALL

> @ -

List the disk volume where the XPM loads (and patches) normally
reside.

> COPY < xpm_patch > < pmload_disk >

where <xpm_patch> refers to XPM patches in SFDEV (format
aaannXyy$PATCH: aaa is alphabetic, nn is numeric, and yy is the
BCS number), and where <pmload_disk> is the XPM disk volume
listed above. Do not perform if there are no XPM patches in SFDEV, if
there are no XPMs or if there are no disks.

J- Repeat COPY for each XPM patch in SFDEV.
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Procedure 5
TABXFR completed

1 App TABXFR is finished when you receive the following message.
INACT - completed D/R of office

Note: Do not perform the following step if PADNDEV data was manually restored
during the TABXFR. (See procedure "Patch inactive.")

2 ACT and INACT On BOTH the active and inactive sides, change table
PADNDEYV back the way it was before patching the mate side.
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Procedure 6
Login inactive

1

App/INACT Verify a flashing A1 on the inactive processor.

Login on the mate side as follows.
a. ACT
> MATEIO

> MATELOG <device >
where <device> is the name of the terminal labeled INACT.

b. INACT

Enter username and password {mate-side response}
Mate> OPERATOR OPERATOR

or Enter username
Mate> OPERATOR

Enter password
Mate> OPERATOR
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Procedure 7
Print reports TABXFR

1 App Generate a final data transfer report. This will include both the table
exception report and (with BCS36 and lower) the NTX package delta.

a. ACT Only if RECORD START was not done previously, type the
following.

> RECORD START FROM <erminal_id > ONTO <printer >
where <terminal_id> is the terminal device labeled INACT, and
<printer> refers to a printer used to collect the data transfer

information.
b. INACT
Mate> REPORT {still in TABXFR increment}
Mate> QUIT {quits out of TABXFR}
C. ACT Only if RECORD START was done in substep a (above), type the
following.

> RECORD STOP FROM <erminal_id > ONTO <printer >
where <terminal _id> and <printer> are the devices used above.
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Procedure 8
Trapinfo inactive

1 App/INACT Type:
Mate> TRAPINFO

If a trap has occurred, do not continue until the trap is explained.
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This page purposely left blank.
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PRESWACT procedure

This section details steps required to prepare for the CC activity switch to the
new software load.

Procedure 1
BULLETINS before PRESWACT

1 App Verify and perform all software delivery bulletins and workarounds that
are required prior to beginning PRESWACT.
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Procedure 2
Unload module JCTRSTAT

If this is an ENET office, perform this procedure. Note carefully the from
and to BCS qualifiers.

1 App/ACT If an ENET office is going from BCS31 to BCS34RTS, the module
JCTRSTAT will have to be unloaded on the ACTIVE side of the switch
before starting PRESWACT.

> UNLOAD JCTRSTAT
System response: The module will be unloaded from the switch.

Note: This is necessary due to a change in the software packaging of INET
and ENET code which occurred between BCS34RTM and BCS34RTS.
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Procedure 3
Start PRESWACT

1

App/ACT Perform PRESWACT of BCSUPDATE.

Note: Please logout all users on the inactive side while PRESWACT is
running.

> BCSUPDATE
> PRESWACT

Read the following notes, and continue the procedure while PRESWACT is
running.

Note 1: PRESWACT runs all steps required before the CC switch of activity
and flags them as completed when they pass. If any error occurs,
PRESWACT will stop and give instructions. If this is the case, follow
PRESWACT instructions to correct the problem (contact the site supervisor if
necessary).

As an example:

TABLE_DELTA executing
Table AMAOPTS *** Checksum incorrect, keys incorrect

TABLE_DELTA not complete

ACT - Error: Inactive table data did not match.
Correct error condition. Enter Preswact to continue
For any table in error, investigate the problem by entering:

> DELTA <table> NOFILE {compares new/old tuples}

or > DELTA <table> SUB <subtable> NOFILE
To continue, run PRESWACT again by entering:

> PRESWACT

Note 2: A hardware conversion (such as LTC/LTCI) scheduled concurrently
with the BCS upgrade will require certain table changes, additions or
deletions. PRESWACT step TABLE_DELTA will detect a mismatch between
the old and new data, and will stop, indicating an error. If this is the case,
confirm the table differences are due to the conversion, resolve any
differences, and run PRESWACT again (type >PRESWACT) to continue.

-continued-
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Procedure 3
Start PRESWACT (continued)

Note 3: PRESWACT step TABLE_DELTA may also display an informative
message without stopping. When this occurs, it is not considered an error;
rather, it is an indication that something is different in the old and new BCS
loads. Note the information displayed, and at a convenient stopping point,

compare the old and new loads to understand and validate the differences.

As an example:
TABLE_DELTA executing

Table ATTCONS Checksum incorrect, keys match

TABLE_DELTA complete
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Procedure 4
Override module JCTRSTAT

PRESWACT may STOP with the message "Failed SWACT_MODULE
_CHECK." If you see this message and it is indicating that JCTRSTAT is
the only module missing on the inactive side and if this is an ENET office,
perform this procedure. If any other module is reported to be missing from
the inactive side please investigate before taking any action. Note carefully
the from and to BCS qualifiers.

1 App/ACT If an ENET office is going from BCS32 thru 34RTM to BCS34RTS
or higher, PRESWACT step SWACT_MODULE_CHECK will have to be
overridden as follows.

> BCSUPDATE;SWACTCI;MODCHECK OVERRIDE {for BCS33 and higher}

> BCSUPDATE;SWCT;MODCHECK OVERRIDE {for BCS32}
System response: The user will be prompted to override module JCTRSTAT.

Note: This is necessary due to a change in the software packaging of INET
and ENET code which occurred between BCS34RTM and BCS34RTS.
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Procedure 5
PRESWACT DIRP and billing

Site and software delivery engineer should work together to prepare both
PRIMARY and PARALLEL DIRP billing subsystems for the CC switch of
activity (SWACT). This procedure gives the steps to accomplish this
preparation.

Note: Site can begin doing this procedure while the Applicator continues
with other PRESWACT procedures.

1.0 Disk drive parallel DIRP coming from BCS31 and lower

a. Site/ACT In table DIRPSSYS determine which disks are being used for
parallel DIRP recording.

The result of PRESWACT step CHECK_DIRP_PARVOLS displays the
parallel DIRP devices in table DIRPSSYS or DIRPPOOL.

b. For a parallel volume that is on DISK, from the DIRP level CLOSE the
parallel file and DMNT the volume. Then remove the volume from table
DIRPSSYS by replacing the volume name with nil volume ($).

C. Copy the parallel files to tape to prevent loss of parallel data if that is
Telco policy.

d. Erase all closed parallel DIRP files from the disk:

> CLEANUP FILE < parallel_filename >
where <parallel_filename> is each file to be erased.

e. Reformat the parallel disk volume:

> DIRPPFMT < parallel_volume >
where <parallel_volume> is the original volume name.

f. If to_BCS 32 and higher, rename the first file on the reformatted
parallel volume (created by the "dirppfmt" command). Using the
"renamefl" command, change the file name from "DIRPPARALLEL" to
"B0O00000000000" (12 zeros).

g. Site and App/INACT If from_BCS 31, ensure that parallel disk volumes
are in table DIRPPOOL on the inactive side. This allows the disk to be
recovered by DIRP after SWACT. If necessary manually datafill the
volume names in DIRPPOOL on the inactive side before SWACT.

-continued-
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Procedure 5
PRESWACT DIRP and billing (continued)

1.1 Disk drive parallel DIRP coming from BCS32 and higher

Note: If from_BCS 32 and higher, Site no longer has to take down parallel
billing if on disk.

Site and App/INACT Ensure that parallel disk volumes are in table
DIRPPOOL on the inactive side. This allows the disk to be recovered by
DIRP after SWACT. If necessary manually datafill the volume names in
DIRPPOOL on the inactive side before SWACT.

If from_BCS 34 and higher, PRESWACT step DIRPPOOL_CHECK displays
the datafill for table DIRPPOOL on the inactive side.

If from_BCS 33 and lower, PRESWACT step CHECK_DIRP_PARVOLS
displays the parallel DIRP devices in table DIRPSSYS or DIRPPOOL.

DIRP will recover parallel recording to disk on the newly-active side after
SWACT.

CAUTION

Recently recorded parallel data may be overwritten.
Site should copy the parallel files to tape to prevent loss of parallel
data if that is Telco policy.
- If a single parallel volume is in use, information on the volume w
be lost over SWACT.
- If more than one parallel volume is allocated to DIRP, DIRP will
start recording after SWACT on the volume with the oldest time
stamp. Hence information on that volume will be lost over SWACT

2

Disk drive PRIMARY billing

a. Site/ACT If on disk (DDU), from the DIRP level ROTATE any active
billing subsystem (such as AMA SMDR OCC CDR).

b. If required by Telco policy copy unprocessed DIRP files to back-up
tape (using DIRPAUTO or DIRPCOPY commands).

C. Verify that table DIRPHOLD contains no unprocessed billing files (if
DIRPAUTO was used above).

-continued-
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Procedure 5
PRESWACT DIRP and billing (continued)

d.  Site and App/INACT If from_BCS 32 and higher, ensure that regular
disk volumes are in table DIRPPOOL on the inactive side. This allows
the disk to be recovered by DIRP after SWACT. If necessary manually
datafill the volume names in DIRPPOOL on the inactive side before
SWACT.

If from_BCS 34 and higher, PRESWACT step DIRPPOOL_CHECK
displays the datafill for table DIRPPOOL on the inactive side.
3 Tape drive PRIMARY billing

a. Site/ACT If on tape (MTD), from the DIRP level ROTATE any active
billing subsystem (such as AMA SMDR OCC CDR), CLOSE the
standby file, and DMNT the standby volume.

Example:

> ROTATE AMA

> CLOSE AMA STDBY 1

>DMNT AMA T1 {standby volume}

b. Remove the demounted standby tape from the tape drive, and put up a
new tape to be used as the next DIRP volume.

C. Prepare a new standby volume as follows.
> MOUNT <x> FORMAT <volume_id >
where <x> is the standby device nhumber, and <volume_id> is the
name of the standby volume.

If prompted enter the first filename, or if system response is:
"request aborted. Tape not expired (use ERASTAPE)"

then select an unused or expired tape for formatting.

> DEMOUNT T<x>

Leave the standby volume at load point and ON LINE. Immediately
following SWACT, it will become the ACTIVE volume of the
appropriate subsystem.

d. Site and App/INACT If from_BCS 32 and higher, ensure that regular

tape volumes are in table DIRPPOOL on the inactive side. This allows
the tape to be recovered by DIRP after SWACT. If necessary manually
datafill the volume names in DIRPPOOL on the inactive side before
SWACT.

If from_BCS 34 and higher, PRESWACT step DIRPPOOL_CHECK
displays the datafill for table DIRPPOOL on the inactive side.

-continued-
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Procedure 5
PRESWACT DIRP and billing (continued)

4.0 DPP/BMC PRIMARY billing coming from BCS31 and lower

a.

Site/ACT If on DPP or BMC, from the DIRP level ROTATE any active
billing subsystem (such as AMA SMDR OCC CDR), CLOSE the
standby file, and DMNT the standby volume.

Note: DIRP sees DPP/BMC as a tape drive port.

Perform this step to close the last file on the DPP and open a new one.
Telco may POLL the DPP if desired when this is complete.

> MAPCI;MTC;I0D;DPP AMA;IDXMAINT CREATE FILE AMA
This re-establishes the block header on the DPP.

Display current DPP settings to hardcopy (retain for POSTSWACT).
Prepare a new standby volume as follows.

> MOUNT <x> FORMAT <volume_id >
where <x> is the standby device number, and <volume_id> is the
name of the standby volume.

If prompted enter the first filename, or if system response is:
"request aborted. Tape not expired (use ERASTAPE)" then enter:

> ERASTAPE <x>
where <x> is the standby device number.

Note: On a DPP/BMC it is safe to use the ERASTAPE command,
since this does NOT actually erase any billing files. The command will
not affect the collected data; it only resets DMS indicators.

System response is:
**WARNING, THIS TAPE WILL BE ERASED***

If a mistake is made, a real tape could be erased.

At this point again confirm the device is a port to a DPP or BMC,

CAUTION

and NOT an unexpired billing tape.

Enter YES to confirm the command.
> DEMOUNT T<x>

If ERASTAPE command was used, repeat this substep (d) to rename

the volume.

Leave the standby volume demounted. Immediately following SWACT,

it will become the ACTIVE volume of the appropriate subsystem.
-continued-

ONP/Hybrid Software Delivery Procedures



3-80 PRESWACT procedure

Procedure 5
PRESWACT DIRP and billing (continued)

e. Site and App/INACT If from_BCS 31, ensure that regular DPP/BMC
volumes are in table DIRPPOOL on the inactive side. If necessary
manually datafill the volume names in DIRPPOOL on the inactive side
before SWACT.

Mate> TABLE DIRPPOOL;POS < pool_# >
where <pool_#> is the number for DPP AMA pool.

If going to BCS32 and higher CHANGE field DEVTYPE in table
DIRPPOOL to DPP (not TAPE).

CAUTION
Starting in BCS32 in a pool of DPP or BMC volumes,
field DEVTYPE in table DIRPPOOL should be DPP (not TAPE).
Otherwise, if datafilled as TAPE you will have to recover the volum
manually after SWACT.

f. Site and App/ACT If SMDR recording is on BMC (datafilled as TAPE in
table DIRPSSYS/DIRPPOOL) and NO standby volume is available for
BMC, then mount a temporary STDBY volume. In table
DIRPSSYS/DIRPPOOL add the TAPE device as a standby BMC. Also
add the device in DIRP_REC (see the following substep). Leave the
STDBY TAPE demounted. DO NOT ROTATE the BMC. This volume
will be used to rotate the BMC port OUT and back IN during
POSTSWACT.

Note: Some SMDR recording applications on BMC collect SMDR
records based on customer group ID only, and it is necessary to rotate
the BMC tape port IN during POSTSWACT to ensure that any changes
to the customer group IDs are passed to the BMC upon rotate (to
ensure the RECORD HEADER is correct).

g.  Site and App/INACT Verify the DIRP_REC file on the inactive side is
correct for the SWACT to the new BCS load.

Mate> LISTSF ALL

Mate> PRINT DIRP_REC

If necessary, edit DIRP_REC to make corrections.
-continued-

NTP 297-1001-303 Release 04.01 September 1994



ONP SNODE MOP 3-81

Procedure 5
PRESWACT DIRP and billing (continued)

If going to BCS32 and higher, delete the DPP tuple in the DIRP_REC
file as follows. (This prevents incorrect data from being added to table
DIRPPOOL as part of the POSTSWACT procedures.)

Mate> EDIT DIRP_REC

Mate> DOWN '<  poolname > {name of the pool using the DPP}
Mate> DELETE

Mate> ERASESF DIRP_REC

Mate> FILE SFDEV DIRP_REC

4.1 DPP/BMC PRIMARY billing coming from BCS32 and higher

a.

Site/ACT Perform this step to close the last file on the DPP and open a
new one. Telco may POLL the DPP if desired when this is complete.

> MAPCI;MTC;IOD;DPP AMA;IDXMAINT CREATE FILE AMA
This re-establishes the block header on the DPP.

Site and App/ACT If SMDR recording is on BMC (datafilled as TAPE in
table DIRPPOOL) and NO standby volume is available for BMC, then
mount a temporary STDBY TAPE volume. In table DIRPPOOL add the
TAPE device as a standby BMC. Also add the device on the inactive
side (see the following substep). Leave the STDBY TAPE demounted.
DO NOT ROTATE the BMC. This volume will be used to rotate the
BMC port OUT and back IN during POSTSWACT.

Note: Some SMDR recording applications on BMC collect SMDR
records based on customer group ID only, and it is necessary to rotate
the BMC tape port IN during POSTSWACT to ensure that any changes
to the customer group IDs are passed to the BMC upon rotate (to
ensure the RECORD HEADER is correct).

Site and App/INACT Ensure that regular DPP/BMC volumes are in
table DIRPPOOL on the inactive side. If necessary manually datafill
the volume names in DIRPPOOL on the inactive side before SWACT.

Mate> TABLE DIRPPOOL;POS < pool_# >
where <pool_#> is the number for DPP AMA pool.
-continued-
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Procedure 5
PRESWACT DIRP and billing (continued)

Verify field DEVTYPE in table DIRPPOOL is DPP (not TAPE).

CAUTION
Starting in BCS32 in a pool of DPP or BMC volumes,
field DEVTYPE in table DIRPPOOL should be DPP (not TAPE).
Otherwise, if datafilled as TAPE you will have to recover the volum
manually after SWACT.

If from_BCS 34 and higher, PRESWACT step DIRPPOOL_CHECK
displays the datafill for table DIRPPOOL on the inactive side.

5.0 Tape drive parallel DIRP coming from BCS33 and lower

a. Site/ACT In table DIRPSSYS or DIRPPOOL determine which MTDs
are being used for parallel DIRP recording.

The result of PRESWACT step CHECK_DIRP_PARVOLS displays the
parallel DIRP devices in table DIRPSSYS or DIRPPOOL.

Note: TAPEX cannot be used for parallel recording.

b. For a parallel volume that is on TAPE, CLOSE the parallel file and
DMNT the volume from the DIRP level. Remove the volume from table
DIRPSSYS or DIRPPOOL by replacing the volume name with nil
volume ($). Physically remove the tape from the drive.

C. Replace these tapes with freshly formatted, empty tapes.

Note: This substep can also be done after the CC switch of activity
(during POSTSWACT) if the tape drive is needed for other purposes.

Prepare each new parallel volume as follows.

> MOUNT <x> FORMAT <volume_id >
where <x> is the parallel device number, and <volume_id> is the name
of the parallel volume.

> DEMOUNT T<x>

Leave the tape at load point and ON LINE so it can be activated as the
new PARALLEL device after SWACT.

-continued-
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Procedure 5
PRESWACT DIRP and billing (continued)

51

Tape drive parallel DIRP coming from BCS34 and higher

Note: This step can be used to automatically recover parallel volumes after
the SWACT. Alternatively, you can do the previous step if you wish to wait
until after the SWACT to format the new parallel volumes.

a.

Site/ACT In table DIRPPOOL determine which MTDs are being used
for parallel DIRP recording. PRESWACT step DIRPPOOL_CHECK
displays the datafill for table DIRPPOOL on the inactive side.

For a parallel volume that is on TAPE, demount all EXCEPT the
current parallel volume from table DIRPPOOL by replacing the volume
name in DIRPPOOL with nil volume ($). Then physically remove the
tape from the drive.

Replace these tapes with freshly formatted, empty tapes.
Prepare each new parallel volume as follows.

> MOUNT <x> FORMAT <volume_id >
where <x> is the parallel device number, and <volume_id> is the name
of the parallel volume.

> DEMOUNT T<x>

Leave the tape at load point and ON LINE so it can be activated as the
new PARALLEL device after SWACT.

Site and App/INACT Ensure that parallel tape volumes are in table
DIRPPOOL on the inactive side. This allows the tape to be recovered
by DIRP after SWACT. If necessary manually datafill the volume
names in DIRPPOOL on the inactive side before SWACT.

PRESWACT step DIRPPOOL_CHECK displays the datafill for table
DIRPPOOL on the inactive side.

- If a single parallel volume is used for recording, the volume will be
dropped over SWACT.

- If multiple tape volumes are in use for parallel recording, the volume
in use before the SWACT will be dropped from DIRP and a freshly-
formatted, empty volume will be used for recording.

6.0

DPP/BMC parallel DIRP coming from BCS33 and lower

In BCS32 or BCS33 DIRP no longer supports parallel AMA recording on
a DPP or BMC volume, UNLESS device type TAPE is used in table
DIRPPOOL (in which case you must manually recover the DPP after
SWACT).

a.

Site/ACT In table DIRPSSYS or DIRPPOOL identify which
DPP/BMC(s) is being used for parallel DIRP recording.

-continued-
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Procedure 5
PRESWACT DIRP and billing (continued)

The result of PRESWACT step CHECK_DIRP_PARVOLS displays the
parallel DIRP devices in table DIRPSSYS or DIRPPOOL.

Perform this step to close the last file on the DPP and open a new one.
Telco may POLL the DPP if desired when this is complete.

> MAPCI;MTC;I0OD;DPP AMA;IDXMAINT CREATE FILE AMA
This re-establishes the block header on the DPP.

Display current DPP settings to hardcopy (retain for POSTSWACT).

For a parallel volume that is on DPP or BMC, from the DIRP level
CLOSE the parallel file and DMNT the volume. Then remove the
volume from table DIRPSSYS or DIRPPOOL by replacing the volume
name with nil volume ($).

Prepare each new parallel volume as follows.

> MOUNT <x> FORMAT <volume_id >
where <x> is the parallel device number, and <volume_id> is the name
of the parallel volume.

If prompted enter the first filename, or if system response is:
"request aborted. Tape not expired (use ERASTAPE)" then enter:

> ERASTAPE <x>
where <x> is the parallel device number.

Note: On a DPP/BMC it is safe to use the ERASTAPE command,
since this does NOT actually erase any billing files. The command will
not affect data collected by the DPP/BMC. It only resets DMS
indicators.

System response is:
**WARNING, THIS TAPE WILL BE ERASED***

CAUTION

At this point again confirm the device is a port to a DPP or BMC,

and NOT an unexpired billing tape.

If a mistake is made, a real tape could be erased.

Enter YES to confirm the command.
> DEMOUNT T<x>

If ERASTAPE command was used, repeat this substep (e) to rename
the volume.

Leave the billing volume in this state so it can be activated as the new
PARALLEL volume following SWACT.

-continued-
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Procedure 5
PRESWACT DIRP and billing (continued)

f. Site and App/INACT If to_ BCS 32 and higher, ensure that parallel
DPP/BMC volumes are in table DIRPPOOL on the inactive side. This
allows the DPP/BMC to be recovered by DIRP after SWACT. If
necessary manually datafill the volume names in DIRPPOOL on the
inactive side before SWACT.

g. Site and App/INACT If to_BCS 32 and higher, for the parallel DPP tuple
in table DIRPPOOL change field DEVTYPE to TAPE (not DPP).

h.  Site and App/INACT Verify the DIRP_REC file on the inactive side is
correct for the SWACT to the new BCS load.

Mate> LISTSF ALL

Mate> PRINT DIRP_REC
If necessary, edit DIRP_REC to make corrections.

If going to BCS32 and higher, delete the DPP tuple in the DIRP_REC
file as follows. (This prevents incorrect data from being added to table
DIRPPOOL as part of the POSTSWACT procedures.)

Mate> EDIT DIRP_REC

Mate> DOWN '<  poolname > {name of the pool using the DPP}
Mate> DELETE

Mate> ERASESF DIRP_REC

Mate> FILE SFDEV DIRP_REC

6.1 DPP/BMC parallel DIRP coming from BCS34 and higher

In BCS34 and higher DIRP no longer supports parallel AMA recording on a
DPP or BMC volume. Table control prohibits the filling of devtype DPP in a
parallel pool.
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Procedure 6
Data extension

1 App/INACT For a DATA EXTENSION only-Once PRESWACT step
MATE_RESTART_RELOAD (or step MATE_RESTART prior to BCS35) has
completed, perform the following workaround. This allows the new trunks to
remain in the INB state after SWACT.

a. Log into the inactive side.
b.  Mate> LISTSF ALL

Note: The file 'NEWTRKS' should be in storefile. This file is created by
Loadbuild to identify all the trunks added for the Data Extension.

Mate> MAPCI NODISP;MTC;TRKS;TTP

Mate> COMMAND PTBI (POST T @1 @2;FRLS;BSY INB)
Mate> READ NEWTRKS

Mate> QUIT ALL

~ o o o
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Procedure 7

MS_CHECK failure

PRESWACT may STOP with the message "Failed MS_CHECK for inactive
CM load."Only when you see this messdgad the MS corresponding to

the inactive CPU using this procedure. PRESWACT will stop at this point if
the MS load version does not match the BCS level of the inactive CM.

Note: The MS_CHECK is a check against thactiveCM and the MSs.

Its purpose is to ensure the BCS version for each MS will be matched
with the new BCS.

1 App/INACT Logout on the inactive side (if logged in).

2 ACT Type:
> MATELINK BSY

3 > DISKUT

> LF SO0D< volume > {or SO1D <volume>}
where <volume> is the SLM disk volume with the _MS load file.

4 At the MS level of the MAP, note which MS corresponds to the inactive CPU.
Both MSs should be inservice.

> MAPCI;MTC;MS

5 Make the MS CLOCK corresponding to the inactive CM the SLAVE clock. If
necessary, switch MS clock mastership with:

> SWMAST {only if needed to switch clocks}

6 If you switched mastership, wait 5 minutes to ensure the clocks are stable
and to allow a hardware audit to run.

7 At the MS level of the MAP, busy the MS that corresponds to the inactive
CM (and with the slave clock).

> BSY <MS#>

8 > LOADMS <MS#> <filename >
where <filename> is the name of the _MS load file listed above in step 3.

>YES {for confirmation}

-continued-
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Procedure 7
MS_CHECK failure (continued)

9 > TST <MS#> VIAMATE

Ensure the test passes with no faults. Determine the cause for any failure, fix

the fault, and repeat the test.

if the test fails repeatedly.

CAUTION

Do not proceed unless NO faults are reported.
Replace cards if necessary and repeat the test. Contact site super

visor

10  Monitor MS logs for 5 minutes to ensure stability.

11  Continue PRESWACT.
> QUIT MAPCI
> PRESWACT

{still in BCSUPDATE}
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Procedure 8
STATUSCHECK if MS loaded in PRESWACT

1

App/ACT After PRESWACT is completed and only if one MS was loaded
during PRESWACT (BCS33 and lower), run a STATUSCHECK (to enable
the matelink).

Note: STATUSCHECK may cause a restart on the inactive side (watch the
inactive RTIF). If the inactive side does restart, it should initialize and come
back to a flashing Al.

a. > BCSUPDATE;SWACTCI;STATUSCHECK  {for BCS33 and higher}
> BCSUPDATE;SWCT,;STATUSCHECK {for BCS31 or BCS32}
> SWCT,;STATUSCHECK {for BCS30 and lower}

b. Ensure the STATUSCHECK passes (with both sides matching).
If STATUSCHECK fails, investigate and correct any mismatches and
any devices not okay or offline. Once all problems have been
corrected, rerun STATUSCHECK and ensure it passes.
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Procedure 9
Login inactive

1 App/INACT Verify a flashing A1 on the inactive processor.

2 Login on the mate side as follows.
a. ACT
> MATEIO

> MATELOG <device >
where <device> is the name of the terminal labeled INACT.

b. INACT

Enter username and password {mate-side response}
Mate> OPERATOR OPERATOR

or Enter username
Mate> OPERATOR

Enter password
Mate> OPERATOR
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Procedure 10
Logout DNC

1 Site and App/ACT If DNC is in use (feature package NTX560), have Telco
confirm that all DNC end users have been contacted and are logged out.
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Procedure 11
Table CRSFMT alarm

1 App/ACT In table CRSFMT, field ALARM, if any entry is set to 'Y', then the
device must also be allocated in table DIRPPOOL. Otherwise, set it to 'N'.

Note: If a volume is allocated in DIRPPOOL it is being used.
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SWACT and POSTSWACT procedure

This section details steps required to perform a CC switch of activity
(SWACT), test the new load, and complete the software delivery process.

Procedure 1
BULLETINS before SWACT

1 App Verify and perform all software delivery bulletins and workarounds that
are required prior to beginning the SWACT.
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Procedure 2
Before SWACT

1

Site Do not proceed until both the Telco and NT on-line support agree.

Site Contact high profile customers and customers with essential services
(that is, police and emergency bureaus, hospitals, and radio stations) to
verify they are not in emergency call processing mode.

Site  Ensure no further activity is performed on the DPP, including DPP
polling or disk backup. Inform the downstream processing center.

Site Disable all polling and periodic testing. There is to be no activity on the
SuperNode CM, MS, and CLOCK or NT40 CC and CMC until cleared by the
software delivery engineer. Failure to comply may result in a system restart.

Site Dump the SPMS register information to a printer (or other device)
according to Telco practice.

Site Disconnect any ISDN Digital Test Access (DTA) monitors. (Reference
NTP 297-2421-300.)

CAUTION

If DTA monitor is left connected over the SWACT, it will not be possible

to reconnect it without first reloading the PM from CC data.

a. Enter the LTPDATA level of MAP.
Query all DTA monitors on the switch by issuing the command,
> EQUIP DTA QUERY ALL

C. If the DMS responds with "No DTA equipment reserved on switch"
then no further action is needed.

d. Make note of any connected monitors by looking at the CONNECT
field of the query display.

Use the POST command to post each monitored LEN, and then issue
the command,

> CONNECT <N> RLS
where <N> is the integer number of the monitor from the first column of
the query display.

Do this for each connected monitor. Repeat substep b as necessary to
review DTA status.
-continued-

NTP 297-1001-303 Release 04.01 September 1994




ONP SNODE MOP 3-95

Procedure 2
Before SWACT (continued)

e. Reset all monitor LENs and DSO channels by issuing the command,

> EQUIP DTA RESET <N>
where <N> is the integer number of the monitor from the first column of
the query display.

Do this until no equipment is left "Equipped.” Repeat substep b as
necessary to review DTA status.

7 Site If BCS35, ensure Bit Error Rate Tester (BERT) is not running. BERT is
a manual action used to test the quality of a CCS7 link.

CAUTION
In BCS35 BERT should not be left running during the CC SWACT.
Otherwise, the link will hang up over the SWACT.
If BERT is left running over the SWACT, you will have to go into th
PM level, post the offending LIU7/MSB7, and BSY and RTS it.

D

a. To determine if BERT is on: Go into C7LKSET level and post each
linkset in turn. The link state should not indicate 'BERT".

b. To turn off BERT, go into the C7LKSET level and post the linkset. Go
into C7BERT level and type STOP <linkno>.
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Procedure 3
Restore special logs

Special logs (suppressed logs or logs with a threshold) are set up in
LOGUTIL on a per-site basis. These do not get restored to the new load.
This procedure manually restores any special logs on the new load.

Note: A restart reload on the mate side will cause supp/thresh settings to
be lost. If a mate restart occurs before the switch of activity, verify the
settings are present and, if not, repeat this procedure.

1 App/ACT List all special logs on the active side.

> LOGUTIL
> LISTREPS SPECIAL

Example output:

LINE 138 7 INFO TRMT *thresh= 25*
PM 189 5 INFO PM SW Information... *supp*

2 App/INACT Restore special logs on the mate side.

Mate> LOGUTIL
Mate> LISTREPS SPECIAL

Commands to restore above example:

Mate> THRESHOLD 25 LINE 138
Mate> SUPPRESS PM 189

3 App/INACT Verify the correct logs are set up and match the active load.

Mate> LOGUTIL
Mate> LISTREPS SPECIAL
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Procedure 4

Start logs

1

App/ACT Set up LOGS for the SWACT.

Note: The purpose of this step is to turn on logs at the terminal designated
as the "ACT" device. Normally, logs will have been routed also to a printer at
the start of the session.

a.
b.

> LOGUTIL;STOP

> DELDEVICE < device >
where <device> is where logs are to be routed.

> ADDREP <device >SWCT {also add SWNR if on BCS30 and lower}

> START
This starts logs on "this" device. If a different terminal device was
selected above, then use >STARTDEV <device>.

> LEAVE
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Procedure 5
Release JAM SNODE

UNJAM the processors in preparation for the CC switch of activity
(SWACT).

1 Site and App/INACT Verify the inactive side is flashing Al.

2 Site/INACT From the inactive RTIF enter:
RTIF>\RELEASE JAM
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Procedure 6
Perform TST <MS#> VIAMATE

CAUTION

This procedure, if applicable, must be completed successfully
within 15 minutes of the SWACT.
Failure to execute a fault-free TST <MS#> VIAMATE may result in
PM clocking faults after the SWACT and possibly eventual failure of
PMs (i.e., SYSB PMs).

Note: When the RESTARTSWACT or RESTARTSWCT command
is entered, if more than 15 minutes has passed since completing TIST
<MS#> VIAMATE you will be instructed to repeat the TST <MS#>
VIAMATE command.

1 App/ACT QUERYMS to verify the Message Switch loads. Complete this
step only if either MS load version does not match the BCS level of the
inactive CM .

> MAPCI;,MTC;MS

> QUERYMS
If MS loads are not identical, ensure the MS with the incompatible load is
ManB, then continue.

> MATELINK BSY  {if not done, mate side will restart when matelink RTS'd}

> TST <MS#> VIAMATE {on the ManB MS}
Wait for the test to pass before continuing. Ensure the test passes with no
faults. Determine the cause for any failure, fix the fault, and repeat the test.

CAUTION
Do not proceed unless NO faults are reported.
Replace cards if necessary and repeat the test. Contact site supervisor
if the test fails repeatedly.
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Procedure 7
Establish mate communication SNODE

1 App/ACT Establish communication with the mate (inactive ) side.

Note: STATUSCHECK may cause a restart on the inactive side (watch the
inactive RTIF). If the inactive side does restart, it should initialize and come
back to a flashing Al.

a. > BCSUPDATE;SWACTCI;STATUSCHECK  {for BCS33 and higher}
> BCSUPDATE;SWCT,;STATUSCHECK {for BCS31 or BCS32}
> SWCT,;STATUSCHECK {for BCS30 and lower}

b. Ensure the STATUSCHECK passes (with both sides matching).
If STATUSCHECK fails, investigate and correct any mismatches and
any devices not okay or offline. Once all problems have been
corrected, rerun STATUSCHECK and ensure it passes.
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Procedure 8
SWACT

Refer to "CC Warm SWACT Summary" Appendix Aor a description of
the CC warm SWACT process. Also refejopendix Bfor a procedure for
testing call survivability over a CC warm SWACT andMgpendix Cfor
sample test call scripts.

Note: Only "simple" 2-port and echo calls that are in a stable talking

state (that is, not in a transition state such as dialing) will survive a CC
warm SWACT. Survival means that the call is kept up until the next
signaling message is received (usually, for example, a terminate

message, but on any other message as well, such as an attempt to use the
conference feature).

1 App/ACT Wait a minimum of 10 minutes after the completion (flashing A1) of
the last RESTART on the inactive side before entering the appropriate
switch of activity (SWACT) command (below).

CAUTION
FAILURE TO WAIT AT LEAST 10 MINUTES may result in the office

doing a restart reload instead of a controlled SWACT.
Remember, a STATUSCHECK or MATELINK RTS FORCE can
each cause a mate restart.

CAUTION
After a CC warm SWACT do not JAM the inactive CPU RTIF.
The system requires the JAM status to be clear on both CPUs in order
to recover successfully. Recovery is indicated with a SWCT 101 log.

2 App/ACT INTERNATIONAL offices switch CC activity (SWACT) as follows.
All others go to step 3.

Note: This step is valid if the NTX470AA (International Common Basic)
package is built into the load.

> INTLSWCT;DATE;RESTARTSWCT {only for INTL offices}

-continued-

ONP/Hybrid Software Delivery Procedures



3-102 SWACT and POSTSWACT procedure

4

Procedure 8
SWACT (continued)

3

App/ACT All other offices switch CC activity (SWACT) with CC warm

SWACT as follows.

a.

For BCS36 and higher type:

> BCSUPDATE;SWACTCI;,QUERYSWACT
System prompt will tell you which SWACT command to use, either
NORESTARTSWACT or RESTARTSWACT:

> DATE;NORESTARTSWACT
Respond (yes/no) to system prompt using lower-case.

or else,
> DATE;RESTARTSWACT

For BCS35 and lower type:

> BCSUPDATE;SWACTCI;DATE;RESTARTSWACT {for BCS33-BCS35}
> BCSUPDATE;SWCT;DATE;RESTARTSWCT {for BCS31 or BCS32}

> SWCT;DATE;RESTARTSWCT {for BCS30 and lower}

System response varies with the BCS level, but the following prompt is
a typical example.

ACTIVE DEFAULT SETTINGS:
FORCESWACT set ON
LOADEXECS set ON
NOMATCH set OFF

Do you wish to continue?
Please confirm ("YES" or "NO"):
...Starting Warm SWACT now.

Site/ACT Monitor the SWACT, and tell the software delivery engineer when

the active processor is again flashing Al.

The POSTSWACT steps will verify that the office is functioning
normally with the new software load.

CAUTION
Work quickly to complete the procedures to follow.
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Procedure 9
Start POSTSWACT

CAUTION
After a CC warm SWACT do not JAM the inactive CPU RTIF.
The system requires the JAM status to be clear on both CPUs in order
to recover successfully. Recovery is indicated with a SWCT 101 log.

App/ACT Login, check the date and time, and start POSTSWACT.

1 Type:
<break>
2 ?LOGIN
Enter username and password {system response}

> <username> <password>

or > <username>
> <password>

3 > DATE
Verify the date and time are correct.

4 Reestablish recording onto devices (console session) as required.

5 > BCSUPDATE;POSTSWACT
POSTSWACT runs all steps required after the CC switch of activity and flags
them as complete when they pass. If any error occurs, POSTSWACT will
stop and give instructions. If this is the case, follow POSTSWACT
instructions to correct the problem, and run POSTSWACT again (type
>POSTSWACT) to continue.
If no problems are encountered, POSTSWACT stops after BEGIN_TESTING
and waits until the site verifies the sanity of the current load.
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Procedure 10
SYSBSY Message Switch

1 App/ACT If a Message Switch is SYSBSY, make it ManB.
a. > MAPCI;MTC;MS

b. > BSY <MS#> {for the sysbsy MS}
C. > QUIT MAPCI
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Procedure 11
Recover billing

Site and App/ACT POSTSWACT recovers PRIMARY (regular) billing
subsystems (such as AMA SMDR OCC CDR). Confirm that affected DIRP
subsystems were successfully activated. If billing is on tape (MTD) or
DPP/BMC, manually assign the STANDBY volumes. Then site may
manually bring up PARALLEL subsystem as required.

1 > MAPCI;MTC;IOD;DIRP
> QUERY AMA ALL {note which volume is ACTIVE}

2 If DPP or BMC, call downstream processing to POLL billing data. (Polling is
optional. It may also be done after test calls are completed.)

3 TAPEX volumes must be manually remounted using the DIRP MNT
command.

4 Assign standby billing devices for TAPE and DPP/BMC.

a. If tape (MTD), take down the STANDBY tape and put up a fresh tape
to be used as the new standby volume.

b. > MOUNT <x> FORMAT <stdby_volume >
where <x> is the standby device number, and <stdby volume> is the
name of the standby volume.

Example: MOUNT 3 FORMAT DPPAMA

C. Enter the first filename, or if system response is:
"request aborted. Tape not expired (use ERASTAPE)"
then enter:

> ERASTAPE <x>
where <x> is the standby device number.

Note: On a DPP/BMC it is safe to use the ERASTAPE command,
since this does NOT actually erase any billing files. The command will
not affect the collected data; it only resets DMS indicators.

System response is:

**WARNING, THIS TAPE WILL BE ERASED***

CAUTION
At this point again confirm the device is a port to a DPP or BMC,
and NOT an unexpired billing tape.
If a mistake is made, a real tape may be erased.

Enter YES to confirm the command.
-continued-
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Procedure 11
Recover billing  (continued)

d.

e.

> DEMOUNT T<x>

If ERASTAPE command was used, repeat substeps b and d to rename
the volume.

Repeat this entire step for each standby billing subsystem.

5 Activate standby devices.

a.

> MNT < subsystem > < x> {still in DIRP level}
Example: MNT AMA 3

Enter YES to confirm the command.
> QUERY AMA {to confirm standby volume is available}

Repeat this step for each billing subsystem.

6 If using SMDR rotate the SMDR volume from the DIRP level of the MAP.
(This will ensure the RECORD HEADER is correct.)

* |f SMDR recording is on BMC and NO standby volume is available, then
mount a temporary STDBY TAPE volume. Rotate the BMC port OUT and
back IN. Remove the tape volume after this is done.

Note: Since some SMDR recording applications on BMC collect SMDR
records based on the customer group ID only, this ensures that any changes
to the customer group IDs are passed to the BMC upon rotate (and the
RECORD HEADER is correct).

7 Bring up parallel devices (as required) using the preformatted volumes.

a.

For BCS31 and lower:

In table DIRPSSYS position on a DIRP subsystem requiring a parallel
volume. Activate the parallel volume by datafilling the volume name.
Example:

TABLE DIRPSSYS;POS AMA

CHA PARVOL T4

or CHA PARVOL D0O10PAMA

For BCS32 and higher:

In table DIRPSSYS position on a DIRP subsystem requiring a parallel
volume. Note the PARLPOOL name for the DIRP subsystem selected.
Example:

TABLE DIRPSSYS;POS AMA

In table DIRPPOOL position on the parallel pool number associated
with the PARLPOOL from table DIRPSSYS. Then activate the parallel
volume by datafilling the volume name.

-continued-
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Procedure 11
Recover billing  (continued)

Examples:

TABLE DIRPPOOL;POS 62  (pool for AMAPOOQOL)
CHA VOLUME23 T4

or CHA VOLUME23 DO10PAMA

C. Repeat substep a or b for each parallel volume to be activated.
d. > QUIT MAPCI

8 Ensure all regular and parallel devices are working for all available billing
subsystems in DIRP.
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Procedure 12
Display DPP settings

App/ACT Perform this procedure only if there are problems with DPP billing.
Display current DPP settings to hardcopy and compare with the data
obtained during theRESWACT DIRP and billingrocedure.

> MAPCI NODISP;MTC;IOD;DPP AMA

> COLLPSW

Note: If different, perform steps 3 and 4; otherwise go to step 5.

> COLLPSW 1 < 4_digits > < 6_digits >

> COLLPSW 2 < 4 _digits > < 6_digits >

> AMATPSW
Note: If different, perform step 6; otherwise, go to step 7.
> AMATPSW <4 _digits > < 6_digits >

> AMAHRS

Note: If different, perform step 8; otherwise, go to step 9.

> AMAHRS <start_hour > < end_hour >

> VALPARM INVALID

Note: If different, perform step 10; otherwise, go to step 11.

10

> VALPARM INVALID < threshold >

11

> ERRMAP ACT
Note: If different, perform steps 12 and 13.

12

> ERRMAP <alarm_no ><type ><level >

13

Repeat step 12 for each alarm that is different.
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Procedure 13
INI trunks

App/ACT If on BCS31 and lower: to ensure INI trunks are returned to the
correct state after SWACT, post all INI trunks, perform a force release, and
return each to service as follows.

1 > MAPCI;MTC;TRKS;TTP

2 >POST A INI

3 > REPEAT < x> (FRLS;RTS;NEXT)
where <x> is the number of INI trunks in the posted set.
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Procedure 14
Restart inactive POST SNODE

Prepare the inactive side for a revert to the old BCS load.

Note: A restart on the inactive side is done at this time in order to save time
in the event that a revert to the old load should become necessary.

1 Site/INACT From the CM MAP level, ensure the inactive processor is not
under test (ut). If it is, WAIT FOR TESTING TO COMPLETE.

2 Site/INACT From the inactive RTIF perform a restart reload on the inactive
side.

RTIF>\RESTART RELOAD
RTIF> YES {for confirmation}

3 Site/INACT Allow initialization on the inactive side. Inform the Applicator
when the inactive processor is flashing Al.

4 App/INACT Confirm that the inactive processor is flashing Al.
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Procedure 15
DRTIME statistics

1 App/ACT Get a hardcopy of DRTIME statistics (if needed).

> DRTIME PRINT

DRTIME provides statistics on the BCS application. If requested, the

information should be forwarded to the appropriate Northern Telecom
department.
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Procedure 16
Do Test Calls

1 Site/ACT Perform TEST CALLS that were identified ahead-of-time from
Appendix C: Test Call Scripts.

CAUTION
If an abort becomes necessary due to critical test failures,
revert to the old load using tievert to the old loagrocedure;
otherwise, continue.

Note: Verify AMAB logs in conjunction with certain AMA test calls.
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Procedure 17
After testing is complete SYNC SNODE

1 App/ACT POSTSWACT will STOP at step BEGIN_TESTING to allow site to
complete testing. After SITE accepts the current load, then put the
processors in sync as follows.

Note: Do not enter POSTSWACT again until the processors are in sync.
a. > MAPCI;MTC;CM;SYNC
>YES {for confirmation}
b. > QUIT MAPCI
C. > POSTSWACT {still in BCSUPDATE}
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Procedure 18
POST_MS_CHECK failure

App/ACT POSTSWACT may STOP with the message "Failed
POST_MS_CHECK for active CM load: #." (Both MS loads will be
displayed.XOnly if you see this messadead the MS reported to have an
incompatible load with the compatible MS load as follows.

1 > DISKUT

> LF SO0D< volume > {or S01D <volume>}
where <volume> is the SLM disk volume with the correct _MS load file.

2 > MAPCI;MTC;MS

3 > LOADMS <MS#> <filename >
where <MS#> is the MS to be loaded, and <filename> is the name of the
_MS load file listed above in step 1.

>YES {for confirmation}

4 > TST <MS#> {not VIAMATE}
Ensure the test passes with no faults.

5  >RTS<MS#> {not OOBAND!}

6 > QUIT MAPCI
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Procedure 19
Finish POSTSWACT

1 App/ACT If necessary run POSTSWACT one more time to completion.
> BCSUPDATE;POSTSWACT
At this point BCSUPDATE will run any remaining POSTSWACT steps and
flag them as completed when they pass. If failures occur, follow given
instructions to correct the problem, then continue POSTSWACT.

2 Site and App/ACT Copy any new MS patches in store file to the PM loads
disk volume (or SLM disk).

3 App/ACT Clean up SFDEV by erasing any application-related files (for
example: DRNOW, FEATDATA, and all patches).

4 Site/ACT Passwords for ADMIN and OPERATOR may have changed. For
security Telco should change these passwords back to the original.

5 Site/ACT Re-input any data changes made prior to the software update but
not captured on journal file.

6 Site/ACT Reassign all current PROFILE information (LOGIN or RESTART)
in SFDEV.

7 Site/ACT Reassign any temporary log ROUTING setup via LOGUTIL.

8 Site/ACT Reassign any changes in the INTEG level of the MAP (for
example, UPTH, BUFFSEL, FILTER and others).

9 Site/ACT Return PORTS and USER information back to original values.

10 Site/ACT Notify DNC end users to LOGIN the DNC.
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Procedure 20
Take image SNODE

1 Site/ACT DUMP AN IMAGE of the new BCS load for backup-one
SuperNode image to SLM disk 1 (or to tape) and backup image to SLM tape
cartridge.

2 After the image is completed, you may set the AUTODUMP 'RETAIN' option
back to 'ON' if desired. The option was set to "OFF' during the ONP.

Note: Setting the AUTODUMP 'RETAIN' option to 'OFF' during the ONP is
design intent. This was done to prevent setting the system recovery route to
the 'OLD' BCS image that was taken prior to the BCS update.
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Procedure 21

Start journal file

1 Site/ACT If equipped, start journal file and verify started.
a. >JFSTART
b. > MAPCI;MTC;IOD;DIRP

C. > QUERY JF ALL
QUERY JF should respond with "AVAIL." If a standby device is being
used, both active and standby volumes should be marked "AVAIL."

d. > QUIT ALL
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Revert to old load procedure
This section details steps required to revert to the old BCS load.

Perform the following procedure if a controlled REVERT is required after
the CC switch of activity (SWACT).

Remember, the CPU with the new BCS load is active You will be
going back to the old BCS load which is nmactive

Procedure 1
Before REVERT

1 Site Do not proceed until both the Telco and NT on-line support agree.

2 Site Contact high profile customers and customers with essential services
(that is, police and emergency bureaus, hospitals, and radio stations) to
verify they are not in emergency call processing mode.
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Procedure 2
Restart inactive SNODE 2

CAUTION

Do NOT perform step 1 (below) if a restart reload on the inactive side was
already done and the inactive processor is flashing Al.

1 Site/INACT Perform a restart reload on the inactive processor (old BCS
load).

a. From the CM MAP level, ensure the inactive processor is not under
test (ut). If it is, WAIT FOR THE TESTING TO COMPLETE.

b. From the inactive RTIF perform a restart reload on the inactive
processor (old load).

RTIF>\RESTART RELOAD
RTIF> YES {for confirmation}

C. Allow initialization on the inactive side. Inform the Applicator when the
inactive processor is flashing Al.

2 App/INACT Confirm that the inactive processor is flashing Al.
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Procedure 3
Establish mate communication SNODE

1 App/ACT Establish communication with the mate (inactive ) side.

a.

> BCSUPDATE;SWACTCI;STATUSCHECK  {for BCS33 and higher}
> BCSUPDATE;SWCT,;STATUSCHECK {for BCS31 or BCS32}
> SWCT,;STATUSCHECK {for BCS30 and lower}

Ensure the STATUSCHECK passes (with both sides matching).

If STATUSCHECK fails, investigate and correct any mismatches and
any devices not okay or offline. Once all problems have been
corrected, rerun STATUSCHECK and ensure it passes.

Note: STATUSCHECK may cause a restart on the inactive side (watch
the inactive RTIF). If the inactive side does restart, it should initialize
and come back to a flashing Al.
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Procedure 4
Login inactive

1 App/INACT Verify a flashing A1 on the inactive processor.

2 Login on the mate side as follows.
a. ACT
> MATEIO

> MATELOG <device >
where <device> is the name of the terminal labeled INACT.

b. INACT

Enter username and password {mate-side response}
Mate> OPERATOR OPERATOR

or Enter username
Mate> OPERATOR

Enter password
Mate> OPERATOR
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Procedure 5
TRACECI close

1 App/INACT If old load (inactive side) is BCS34 or lower, then close out the
old active MOVEBCS/TABXFR message file.

Mate> TRACECI CLOSE {for BCS34 and lower}
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Procedure 6
Configure DIRP billing

1

Site/App Configure the DIRP billing subsystems for revert SWACT to the old

load.

Note: For details for completing the following refer to "PRESWACT DIRP
and billing" procedure.

a.

ACT Take down billing tapes and format new standby volumes in
DIRP. Leave these demounted, they will become the active volumes
after SWACT.

Disk volumes will rotate and recover automatically after SWACT.

Parallel volumes on tape (or DPP/BMC) can be recovered manually
after SWACT.

INACT If reverting to BCS31 or higher:

Ensure datafill is correct on the mate side for tables DIRPPOOL or
DIRPSSYS.

INACT If DIRP_REC file is present in mate SFDEV, ensure each entry
in DIRP_REC is correct for the revert SWACT.

Note: In DIRP_REC the parallel volume assignments for DIRPPOOL
should be set to nil ($) for all pools.
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Procedure 7

Start logs

1

App/ACT Set up LOGS for the SWACT.

Note: The purpose of this step is to turn on logs at the terminal designated
as the "ACT" device. Normally, logs will have been routed also to a printer at
the start of the session.

a.
b.

> LOGUTIL;STOP

> DELDEVICE < device >
where <device> is where logs are to be routed.

> ADDREP <device >SWCT {also add SWNR if on BCS30 and lower}

> START
This starts logs on "this" device. If a different terminal device was
selected above, then use >STARTDEV <device>.

> LEAVE
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Procedure 8
Ensure inactive unjammed

1 Site and App/INACT Ensure inactive side is unjammed.
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Procedure 9
Perform TST <MS#> VIAMATE for Revert

CAUTION
This procedure, if applicable, must be completed successfully
within 15 minutes of the SWACT.
Failure to execute a fault-free TST <MS#> VIAMATE may result in
PM clocking faults after the SWACT and possibly eventual failure of
PMs (i.e., SYSB PMs).

Note: When the ABORTSWACT command is entered, if more than
15 minutes has passed since completing TST <MS#> VIAMATE you
will be instructed to repeat the TST <MS#> VIAMATE command.

1 App/ACT Test the ManB Message Switch to ensure the MS clocks are in
sync. Complete this step only if one MS load is incompatible with the
BCS level of the inactive CM (for example, when reverting to BCS33 or
lower).

> MAPCI;MTC;MS
Ensure that the MS corresponding to the inactive CPU is ManB.

> MATELINK BSY  {If not done, mate side will restart when matelink RTS'd}

> TST <MS#> VIAMATE {on the ManB MS}
Wait for the test to pass before continuing. Ensure the test passes with no
faults. Determine the cause for any failure, fix the fault, and repeat the test.

CAUTION
Do not proceed unless NO faults are reported.
Replace cards if necessary and repeat the test. Contact site supervisor
if the test fails repeatedly.
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Procedure 10
Establish mate communication SNODE

1 App/ACT Establish communication with the mate (inactive ) side.

Note: STATUSCHECK may cause a restart on the inactive side (watch the
inactive RTIF). If the inactive side does restart, it should initialize and come
back to a flashing Al.

a. > BCSUPDATE;SWACTCI;STATUSCHECK  {for BCS33 and higher}
> BCSUPDATE;SWCT,;STATUSCHECK {for BCS31 or BCS32}
> SWCT,;STATUSCHECK {for BCS30 and lower}

b. Ensure the STATUSCHECK passes (with both sides matching).
If STATUSCHECK fails, investigate and correct any mismatches and
any devices not okay or offline. Once all problems have been
corrected, rerun STATUSCHECK and ensure it passes.
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Procedure 11
Revert

1 App/ACT Wait a MINIMUM of 10 minutes after the COMPLETION (flashing
Al) of the last restart on the inactive side before entering the ABORT-
SWACT, ABORTSWCT, or RESTARTSWCT command.

CAUTION
FAILURE TO WAIT AT LEAST 10 MINUTES may result in the office

doing a restart reload instead of a CC warmSWACT.
Remember, a STATUSCHECK or MATELINK RTS FORCE can
each cause a mate restart.

2 App/ACT INTERNATIONAL offices switch CC activity (SWACT) as follows.

Note: This step is valid if the NTX470AA (International Common Basic)
package is built into the load.

> INTLSWCT;DATE;RESTARTSWCT {only for INTL offices}

3 App/ACT ALL OTHER offices switch CC activity (SWACT) with CC warm-
SWACT as follows.

CAUTION

If a SWACT application module exists on the new, active side, but is
missing from the old, inactive side, the revert SWACT may fail.

If reverting to BCS32 and higher, any SWACT applications missing
from the inactive side will automatically be overridden.

If reverting to BCS31 and lower, SWACT will fail for any SWACT
applications missing from the inactive side. In this case, any SWACT
application missing from the inactive side mustibaded from the
active sidan order for the revert-back to succeed. If you are
unloading a module in a load prior to BCS30, use the SWCTCHK
command before performing the revert-back.

-continued-
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Procedure 11
REVERT (continued)

> BCSUPDATE;SWACTCI;DATE;ABORTSWACT  {for BCS33 and higher}

CAUTION
In BCS34 and higher the ABORTSWACT command has an option called
NOCHECK which will allow the CC warm SWACT to continue even if
there are bad devices on the active side (such as a CBSY LTC).
Use the NOCHECK optionnly as a last resort and with special care
taken to ensure office integrity.

> BCSUPDATE;SWCT;DATE;ABORTSWCT {for BCS31 or BCS32}
> SWCT;DATE;RESTARTSWCT {for BCS30 and lower}
System response varies with the BCS level, but the following prompt is a
typical example.

ACTIVE DEFAULT SETTINGS:

FORCESWACT set ON

LOADEXECS set ON
NOMATCH set OFF

Do you wish to continue?
Please confirm ("YES" or "NO"):

...Starting Warm SWACT now.

4 Site/ACT Monitor the SWACT, and tell the software delivery engineer when

the active processor is again flashing Al.

CAUTION

Work quickly to complete the procedures to follow.
The POSTSWACT steps will verify that the office is functioning
normally with the new software load.
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Procedure 12
Start POSTSWACT

App/ACT Login, check the date and time, and start POSTSWACT.

1 Type:
<break>
2 ?LOGIN
Enter username and password {system response}
> <username> <password>
or > <username>
> <password>
3 > DATE
Verify the date and time are correct.
4 Reestablish recording onto devices (console session) as required.
5 > BCSUPDATE;POSTSWACT

POSTSWACT runs all steps required after the CC switch of activity and flags
them as complete when they pass. If any error occurs, POSTSWACT will
Stop and give instructions. If this is the case, follow POSTSWACT
instructions to correct the problem, and run POSTSWACT again (type
>POSTSWACT) to continue.

If no problems are encountered, POSTSWACT stops after BEGIN_TESTING
and waits until the site verifies the sanity of the current load.
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Procedure 13
SYSBSY Message Switch

1 App/ACT If a Message Switch is SYSBSY, make it ManB.
a. > MAPCI;MTC;MS

b. > BSY <MS#> {for the sysbsy MS}
C. > QUIT MAPCI
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Procedure 14
Recover billing

Site and App/ACT POSTSWACT recovers PRIMARY (regular) billing
subsystems (such as AMA SMDR OCC CDR). Confirm that affected DIRP
subsystems were successfully activated. If billing is on tape (MTD) or
DPP/BMC, manually assign the STANDBY volumes. Then site may
manually bring up PARALLEL subsystem as required.

1 > MAPCI;MTC;IOD;DIRP
> QUERY AMA ALL {note which volume is ACTIVE}

2 If DPP or BMC, call downstream processing to POLL billing data. (Polling is
optional. It may also be done after test calls are completed.)

3 TAPEX volumes must be manually remounted using the DIRP MNT
command.

4 Assign standby billing devices for TAPE and DPP/BMC.

a. If tape (MTD), take down the STANDBY tape and put up a fresh tape
to be used as the new standby volume.

b. > MOUNT <x> FORMAT <stdby_volume >
where <x> is the standby device number, and <stdby volume> is the
name of the standby volume.

Example: MOUNT 3 FORMAT DPPAMA

C. Enter the first filename, or if system response is:
"request aborted. Tape not expired (use ERASTAPE)"
then enter:

> ERASTAPE <x>
where <x> is the standby device number.

Note: On a DPP/BMC it is safe to use the ERASTAPE command,
since this does NOT actually erase any billing files. The command will
not affect the collected data; it only resets DMS indicators.

System response is:

**WARNING, THIS TAPE WILL BE ERASED***

CAUTION
At this point again confirm the device is a port to a DPP or BMC,
and NOT an unexpired billing tape.
If a mistake is made, a real tape may be erased.

Enter YES to confirm the command.
-continued-
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Procedure 14
Recover billing  (continued)

d.

e.

> DEMOUNT T<x>

If ERASTAPE command was used, repeat substeps b and d to rename
the volume.

Repeat this entire step for each standby billing subsystem.

5 Activate standby devices.

a.

> MNT < subsystem > < x> {still in DIRP level}
Example: MNT AMA 3

Enter YES to confirm the command.
> QUERY AMA {to confirm standby volume is available}

Repeat this step for each billing subsystem.

6 If using SMDR rotate the SMDR volume from the DIRP level of the MAP.
(This will ensure the RECORD HEADER is correct.)

* |f SMDR recording is on BMC and NO standby volume is available, then
mount a temporary STDBY TAPE volume. Rotate the BMC port OUT and
back IN. Remove the tape volume after this is done.

Note: Since some SMDR recording applications on BMC collect SMDR
records based on the customer group ID only, this ensures that any changes
to the customer group IDs are passed to the BMC upon rotate (and the
RECORD HEADER is correct).

7 Bring up parallel devices (as required) using the preformatted volumes.

a.

For BCS31 and lower:

In table DIRPSSYS position on a DIRP subsystem requiring a parallel
volume. Activate the parallel volume by datafilling the volume name.
Example:

TABLE DIRPSSYS;POS AMA

CHA PARVOL T4

or CHA PARVOL D0O10PAMA

For BCS32 and higher:

In table DIRPSSYS position on a DIRP subsystem requiring a parallel
volume. Note the PARLPOOL name for the DIRP subsystem selected.
Example:

TABLE DIRPSSYS;POS AMA

In table DIRPPOOL position on the parallel pool number associated
with the PARLPOOL from table DIRPSSYS. Then activate the parallel
volume by datafilling the volume name.

-continued-
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Procedure 14
Recover billing  (continued)

Examples:

TABLE DIRPPOOL;POS 62  (pool for AMAPOOQOL)
CHA VOLUME23 T4

or CHA VOLUME23 DO10PAMA

C. Repeat substep a or b for each parallel volume to be activated.
d. > QUIT MAPCI

8 Ensure all regular and parallel devices are working for all available billing
subsystems in DIRP.
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Procedure 15
Display DPP settings

App/ACT Perform this procedure only if there are problems with DPP billing.
Display current DPP settings to hardcopy and compare with the data
obtained during theRESWACT DIRP and billingrocedure.

> MAPCI NODISP;MTC;IOD;DPP AMA

> COLLPSW

Note: If different, perform steps 3 and 4; otherwise go to step 5.

> COLLPSW 1 < 4_digits > < 6_digits >

> COLLPSW 2 < 4 _digits > < 6_digits >

> AMATPSW
Note: If different, perform step 6; otherwise, go to step 7.
> AMATPSW <4 _digits > < 6_digits >

> AMAHRS

Note: If different, perform step 8; otherwise, go to step 9.

> AMAHRS <start_hour > < end_hour >

> VALPARM INVALID

Note: If different, perform step 10; otherwise, go to step 11.

10

> VALPARM INVALID < threshold >

11

> ERRMAP ACT
Note: If different, perform steps 12 and 13.

12

> ERRMAP <alarm_no ><type ><level >

13

Repeat step 12 for each alarm that is different.

NTP 297-1001-303 Release 04.01 September 1994



ONP SNODE MOP 3-137

Procedure 16
INI trunks

App/ACT If on BCS31 and lower: to ensure INI trunks are returned to the
correct state after SWACT, post all INI trunks, perform a force release, and
return each to service as follows.

1 > MAPCI;MTC;TRKS;TTP

2 >POST A INI

3 > REPEAT < x> (FRLS;RTS;NEXT)
where <x> is the number of INI trunks in the posted set.
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Procedure 17
Do Test Calls

1 Site/ACT Perform TEST CALLS that were identified ahead-of-time from
Appendix C: Test Call Scripts.
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Procedure 18
After testing is complete SYNC SNODE

1 App/ACT POSTSWACT will STOP at step BEGIN_TESTING to allow site to
complete testing. After SITE accepts the current load, then put the
processors in sync as follows.

Note: Do not enter POSTSWACT again until the processors are in sync.
a. > MAPCI;MTC;CM;SYNC
>YES {for confirmation}
b. > QUIT MAPCI
C. > POSTSWACT {still in BCSUPDATE}
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Procedure 19
POST_MS_CHECK failure

App/ACT POSTSWACT may STOP with the message "Failed
POST_MS_CHECK for active CM load: #." (Both MS loads will be
displayed.XOnly if you see this messadead the MS reported to have an
incompatible load with the compatible MS load as follows.

1 > DISKUT

> LF SO0D< volume > {or S01D <volume>}
where <volume> is the SLM disk volume with the correct _MS load file.

2 > MAPCI;MTC;MS

3 > LOADMS <MS#> <filename >
where <MS#> is the MS to be loaded, and <filename> is the name of the
_MS load file listed above in step 1.

>YES {for confirmation}

4 > TST <MS#> {not VIAMATE}
Ensure the test passes with no faults.

5  >RTS<MS#> {not OOBAND!}

6 > QUIT MAPCI
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Procedure 20
Finish POSTSWACT

1 App/ACT If necessary run POSTSWACT one more time to completion.
> BCSUPDATE;POSTSWACT
At this point BCSUPDATE will run any remaining POSTSWACT steps and
flag them as completed when they pass. If failures occur, follow given
instructions to correct the problem, then continue POSTSWACT.

2 Site and App/ACT Copy any new MS patches in store file to the PM loads
disk volume (or SLM disk).

3 App/ACT Clean up SFDEV by erasing any application-related files (for
example: DRNOW, FEATDATA, and all patches).

4 Site/ACT Passwords for ADMIN and OPERATOR may have changed. For
security Telco should change these passwords back to the original.

5 Site/ACT Re-input any data changes made prior to the software update but
not captured on journal file.

6 Site/ACT Reassign all current PROFILE information (LOGIN or RESTART)
in SFDEV.

7 Site/ACT Reassign any temporary log ROUTING setup via LOGUTIL.

8 Site/ACT Reassign any changes in the INTEG level of the MAP (for
example, UPTH, BUFFSEL, FILTER and others).

9 Site/ACT Return PORTS and USER information back to original values.

10 Site/ACT Notify DNC end users to LOGIN the DNC.
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Procedure 21
Take image SNODE

1 Site/ACT DUMP AN IMAGE of the new BCS load for backup-one
SuperNode image to SLM disk 1 (or to tape) and backup image to SLM tape
cartridge.

2 After the image is completed, you may set the AUTODUMP 'RETAIN' option
back to 'ON' if desired. The option was set to "OFF' during the ONP.

Note: Setting the AUTODUMP 'RETAIN' option to 'OFF' during the ONP is
design intent. This was done to prevent setting the system recovery route to
the 'OLD' BCS image that was taken prior to the BCS update.
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Procedure 22

Start journal file

1 Site/ACT If equipped, start journal file and verify started.
a. >JFSTART
b. > MAPCI;MTC;IOD;DIRP

C. > QUERY JF ALL
QUERY JF should respond with "AVAIL." If a standby device is being
used, both active and standby volumes should be marked "AVAIL."

d. > QUIT ALL
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Procedure 23
More Revert/ABORT steps

1 Site and App/INACT  If asked to do so by technical support take an image of
the inactive (mate) side load.

2 Site and App/ACT  With journal file running, initiate a DATA FREEZE period
enforcing JF data modification restrictions until the beginning of the
rescheduled software update.

3 Site and App Following an ABORT, rescheduling of the software update
must be negotiated. Refer to Procedure for rescheduling aborted
applications.

4 App/ACT On the ACTIVE side perform the following steps to restore the
active side to its original configuration.

a. If old load is BCS35 and higher:
> BCSUPDATE;ABORT_PRESWACT
> TABXFR;CANCEL
> QUIT ALL
b. If old load is BCS34 and lower:
> BCSUPDATE;RESET
> QUIT ALL
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Emergency abort procedure

CAUTION

Perform the following steps only if a decision has been reached to activate
the old load without regard to preserving stable call processing.

Remember, the CPU with the new BCS load is now active. You will be
going back to the old BCS load which is now inactive.

Procedure 1
Before EABORT

1 Site Do not proceed until both the Telco and NT on-line support agree.

2 Site Contact high profile customers and customers with essential services
(that is, police and emergency bureaus, hospitals, and radio stations) to
verify they are not in emergency call processing mode.
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Procedure 2
Restart inactive SNODE 2

CAUTION

Do NOT perform step 1 (below) if a restart reload on the inactive side was
already done and the inactive processor is flashing Al.

1 Site/INACT Perform a restart reload on the inactive processor (old BCS
load).

a. From the CM MAP level, ensure the inactive processor is not under
test (ut). If it is, WAIT FOR THE TESTING TO COMPLETE.

b. From the inactive RTIF perform a restart reload on the inactive
processor (old load).

RTIF>\RESTART RELOAD
RTIF> YES {for confirmation}

C. Allow initialization on the inactive side. Inform the Applicator when the
inactive processor is flashing Al.

2 App/INACT Confirm that the inactive processor is flashing Al.
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Procedure 3
Ensure inactive unjammed

1 Site and App/INACT Ensure inactive side is unjammed.
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Procedure 4

Cold SWACT SNODE

1 Site/ACT JAM active side to force a switch of activity (cold swact).
RTIF>\OVERRIDE
RTIF>\JAM
RTIF> YES {for confirmation}

2 Site/ACT Monitor the SWACT, and tell the software delivery engineer when
the active processor is again flashing Al.
At this point the CC switch of activity is over.

3 Site and App/ACT  Work quickly to complete the next procedure. The
POSTSWACT procedure (to follow) checks that the office is functioning as
normal.

Note: Be sure to notify appropriate levels of support of the ABORT before
putting the switch back in SYNC.
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Procedure 5
Start POSTSWACT

App/ACT Login, check the date and time, and start POSTSWACT.

1 Type:
<break>
2 ?LOGIN
Enter username and password {system response}
> <username> <password>
or > <username>
> <password>
3 > DATE
Verify the date and time are correct.
4 Reestablish recording onto devices (console session) as required.
5 > BCSUPDATE;POSTSWACT

POSTSWACT runs all steps required after the CC switch of activity and flags
them as complete when they pass. If any error occurs, POSTSWACT will
Stop and give instructions. If this is the case, follow POSTSWACT
instructions to correct the problem, and run POSTSWACT again (type
>POSTSWACT) to continue.

If no problems are encountered, POSTSWACT stops after BEGIN_TESTING
and waits until the site verifies the sanity of the current load.
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Procedure 6
SYSBSY Message Switch

1 App/ACT If a Message Switch is SYSBSY, make it ManB.
a. > MAPCI;MTC;MS

b. > BSY <MS#> {for the sysbsy MS}
C. > QUIT MAPCI
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Procedure 7
Recover billing

Site and App/ACT POSTSWACT recovers PRIMARY (regular) billing
subsystems (such as AMA SMDR OCC CDR). Confirm that affected DIRP
subsystems were successfully activated. If billing is on tape (MTD) or
DPP/BMC, manually assign the STANDBY volumes. Then site may
manually bring up PARALLEL subsystem as required.

1 > MAPCI;MTC;IOD;DIRP
> QUERY AMA ALL {note which volume is ACTIVE}

2 If DPP or BMC, call downstream processing to POLL billing data. (Polling is
optional. It may also be done after test calls are completed.)

3 TAPEX volumes must be manually remounted using the DIRP MNT
command.

4 Assign standby billing devices for TAPE and DPP/BMC.

a. If tape (MTD), take down the STANDBY tape and put up a fresh tape
to be used as the new standby volume.

b. > MOUNT <x> FORMAT <stdby_volume >
where <x> is the standby device number, and <stdby volume> is the
name of the standby volume.

Example: MOUNT 3 FORMAT DPPAMA

C. Enter the first filename, or if system response is:
"request aborted. Tape not expired (use ERASTAPE)"
then enter:

> ERASTAPE <x>
where <x> is the standby device number.

Note: On a DPP/BMC it is safe to use the ERASTAPE command,
since this does NOT actually erase any billing files. The command will
not affect the collected data; it only resets DMS indicators.

System response is:

**WARNING, THIS TAPE WILL BE ERASED***

CAUTION
At this point again confirm the device is a port to a DPP or BMC,
and NOT an unexpired billing tape.
If a mistake is made, a real tape may be erased.

Enter YES to confirm the command.
-continued-
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Procedure 7
Recover billing  (continued)

d.

e.

> DEMOUNT T<x>

If ERASTAPE command was used, repeat substeps b and d to rename
the volume.

Repeat this entire step for each standby billing subsystem.

5 Activate standby devices.

a.

> MNT < subsystem > < x> {still in DIRP level}
Example: MNT AMA 3

Enter YES to confirm the command.
> QUERY AMA {to confirm standby volume is available}

Repeat this step for each billing subsystem.

6 If using SMDR rotate the SMDR volume from the DIRP level of the MAP.
(This will ensure the RECORD HEADER is correct.)

* |f SMDR recording is on BMC and NO standby volume is available, then
mount a temporary STDBY TAPE volume. Rotate the BMC port OUT and
back IN. Remove the tape volume after this is done.

Note: Since some SMDR recording applications on BMC collect SMDR
records based on the customer group ID only, this ensures that any changes
to the customer group IDs are passed to the BMC upon rotate (and the
RECORD HEADER is correct).

7 Bring up parallel devices (as required) using the preformatted volumes.

a.

For BCS31 and lower:

In table DIRPSSYS position on a DIRP subsystem requiring a parallel
volume. Activate the parallel volume by datafilling the volume name.
Example:

TABLE DIRPSSYS;POS AMA

CHA PARVOL T4

or CHA PARVOL D0O10PAMA

For BCS32 and higher:

In table DIRPSSYS position on a DIRP subsystem requiring a parallel
volume. Note the PARLPOOL name for the DIRP subsystem selected.
Example:

TABLE DIRPSSYS;POS AMA

In table DIRPPOOL position on the parallel pool number associated
with the PARLPOOL from table DIRPSSYS. Then activate the parallel
volume by datafilling the volume name.

-continued-
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Procedure 7
Recover billing  (continued)

Examples:

TABLE DIRPPOOL;POS 62  (pool for AMAPOOQOL)
CHA VOLUME23 T4

or CHA VOLUME23 DO10PAMA

C. Repeat substep a or b for each parallel volume to be activated.
d. > QUIT MAPCI

8 Ensure all regular and parallel devices are working for all available billing
subsystems in DIRP.
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Procedure 8
Display DPP settings

App/ACT Perform this procedure only if there are problems with DPP billing.
Display current DPP settings to hardcopy and compare with the data
obtained during theRESWACT DIRP and billingrocedure.

> MAPCI NODISP;MTC;IOD;DPP AMA

> COLLPSW

Note: If different, perform steps 3 and 4; otherwise go to step 5.

> COLLPSW 1 < 4_digits > < 6_digits >

> COLLPSW 2 < 4 _digits > < 6_digits >

> AMATPSW
Note: If different, perform step 6; otherwise, go to step 7.
> AMATPSW <4 _digits > < 6_digits >

> AMAHRS

Note: If different, perform step 8; otherwise, go to step 9.

> AMAHRS <start_hour > < end_hour >

> VALPARM INVALID

Note: If different, perform step 10; otherwise, go to step 11.

10

> VALPARM INVALID < threshold >

11

> ERRMAP ACT
Note: If different, perform steps 12 and 13.

12

> ERRMAP <alarm_no ><type ><level >

13

Repeat step 12 for each alarm that is different.
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Procedure 9
INI trunks

App/ACT If on BCS31 and lower: to ensure INI trunks are returned to the
correct state after SWACT, post all INI trunks, perform a force release, and
return each to service as follows.

1 > MAPCI;MTC;TRKS;TTP

2 >POST A INI

3 > REPEAT < x> (FRLS;RTS;NEXT)
where <x> is the number of INI trunks in the posted set.
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Procedure 10
Do Test Calls

1 Site/ACT Perform TEST CALLS that were identified ahead-of-time from
Appendix C: Test Call Scripts.
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Procedure 11
After testing is complete SYNC SNODE

1 App/ACT POSTSWACT will STOP at step BEGIN_TESTING to allow site to
complete testing. After SITE accepts the current load, then put the
processors in sync as follows.

Note: Do not enter POSTSWACT again until the processors are in sync.
a. > MAPCI;MTC;CM;SYNC
>YES {for confirmation}
b. > QUIT MAPCI
C. > POSTSWACT {still in BCSUPDATE}
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Procedure 12
POST_MS_CHECK failure

App/ACT POSTSWACT may STOP with the message "Failed
POST_MS_CHECK for active CM load: #." (Both MS loads will be
displayed.XOnly if you see this messadead the MS reported to have an
incompatible load with the compatible MS load as follows.

1 > DISKUT

> LF SO0D< volume > {or S01D <volume>}
where <volume> is the SLM disk volume with the correct _MS load file.

2 > MAPCI;MTC;MS

3 > LOADMS <MS#> <filename >
where <MS#> is the MS to be loaded, and <filename> is the name of the
_MS load file listed above in step 1.

>YES {for confirmation}

4 > TST <MS#> {not VIAMATE}
Ensure the test passes with no faults.

5  >RTS<MS#> {not OOBAND!}

6 > QUIT MAPCI
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Procedure 13
Finish POSTSWACT

1 App/ACT If necessary run POSTSWACT one more time to completion.
> BCSUPDATE;POSTSWACT
At this point BCSUPDATE will run any remaining POSTSWACT steps and
flag them as completed when they pass. If failures occur, follow given
instructions to correct the problem, then continue POSTSWACT.

2 Site and App/ACT Copy any new MS patches in store file to the PM loads
disk volume (or SLM disk).

3 App/ACT Clean up SFDEV by erasing any application-related files (for
example: DRNOW, FEATDATA, and all patches).

4 Site/ACT Passwords for ADMIN and OPERATOR may have changed. For
security Telco should change these passwords back to the original.

5 Site/ACT Re-input any data changes made prior to the software update but
not captured on journal file.

6 Site/ACT Reassign all current PROFILE information (LOGIN or RESTART)
in SFDEV.

7 Site/ACT Reassign any temporary log ROUTING setup via LOGUTIL.

8 Site/ACT Reassign any changes in the INTEG level of the MAP (for
example, UPTH, BUFFSEL, FILTER and others).

9 Site/ACT Return PORTS and USER information back to original values.

10 Site/ACT Notify DNC end users to LOGIN the DNC.
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Procedure 14
Take image SNODE

1 Site/ACT DUMP AN IMAGE of the new BCS load for backup-one
SuperNode image to SLM disk 1 (or to tape) and backup image to SLM tape
cartridge.

2 After the image is completed, you may set the AUTODUMP 'RETAIN' option
back to 'ON' if desired. The option was set to "OFF' during the ONP.

Note: Setting the AUTODUMP 'RETAIN' option to 'OFF' during the ONP is
design intent. This was done to prevent setting the system recovery route to
the 'OLD' BCS image that was taken prior to the BCS update.
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Procedure 15

Start journal file

1 Site/ACT If equipped, start journal file and verify started.
a. >JFSTART
b. > MAPCI;MTC;IOD;DIRP

C. > QUERY JF ALL
QUERY JF should respond with "AVAIL." If a standby device is being
used, both active and standby volumes should be marked "AVAIL."

d. > QUIT ALL
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Procedure 16
More Revert/ABORT steps

1 Site and App/INACT  If asked to do so by technical support take an image of
the inactive (mate) side load.

2 Site and App/ACT  With journal file running, initiate a DATA FREEZE period
enforcing JF data modification restrictions until the beginning of the
rescheduled software update.

3 Site and App Following an ABORT, rescheduling of the software update
must be negotiated. Refer to Procedure for rescheduling aborted
applications.

4 App/ACT On the ACTIVE side perform the following steps to restore the
active side to its original configuration.

a. If old load is BCS35 and higher:
> BCSUPDATE;ABORT_PRESWACT
> TABXFR;CANCEL
> QUIT ALL
b. If old load is BCS34 and lower:
> BCSUPDATE;RESET
> QUIT ALL
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Site preparatlon procedure
Begin this section when the First Shipment of tapes and documentation
arrives at the office. Site must complete the following procechefse
being contacted by Northern Telecom for the pre-application checks (or
Preliminary Precheck). In order to qualify the office for a software upgrade
the series of prechecks must be successfully completed.

Procedure 1
Take image

1 Site/ACT Before beginning the front-end testing (processor tests), DUMP AN
OFFICE IMAGE for backup-one SuperNode image to SLM disk 1 (or to
tape) and backup image to SLM tape cartridge, or one NT40 image to disk
and copied to tape.
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Procedure 2
Route logs SNODE

This procedure ensures that specific logs are routed to an active log device
and are not suppressed.

1 Site/ACT
> LOGUTIL

> LISTREPS SPECIAL

If specific logs are suppressed use
> RESUME <log >

If logs have threshold set use
> THRESHOLD O <log >
where <log> refers to specific CM, MS, SLM, and MM logs.

2 > LISTROUTE DEVICE <printer>

If critical logs are not routed use

> ADDREP <printer ><log >

> STOPDEV <printer >

Verify only critical logs are enabled on the device and are correctly routed.

3 > STARTDEV <printer >
> LEAVE
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Procedure 3
Processor tests SNODE

To ensure front-end stability Site should complete the following tests before
being contacted for the pre-application checks.

Note: Perform the following front-end testing during low traffic periods.

1 Site Ensure the CPUs are in SYNC and the inactive side is NOT jammed.

2 ACT Match the memory from the Memory level of the MAP.
> MAPCI;MTC;CM;MEMORY
> MATCH ALL
> QUIT

3 INACT From the inactive RTIF (remote terminal interface), jam the inactive
CPU.

RTIF> \JAM
RTIF> YES {for confirmation}

4 ACT Drop SYNC from the CM level of the MAP.
> DPSYNC

>YES {for confirmation}

5 INACT Wait for the inactive CPU to return to flashing A1l.

6 Test the CM stability with each of the following restarts on ONLY the inactive
RTIF.

a. INACT RTIF>\RESTART WARM

RTIF> YES {for confirmation}
Wait for a flashing A1.

b. INACT RTIF>\RESTART COLD

RTIF> YES {for confirmation}
Wait for a flashing A1.

c. INACT RTIF>\RESTART RELOAD

RTIF> YES {for confirmation}
Wait for a flashing A1.

-continued-
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Procedure 3
Processor tests SNODE  (continued)

7

ACT Test the memory cards from the Memory level of the MAP.
> MEMORY;TST ALL
> QUIT

After completion of the test, check any logs indicating pass or fail. If above
test failed, clear the problem and repeat the test.

ACT SYNC the CPUs from the CM level of the MAP.
> SYNC

10

After receiving the "Synchronization Successful" message, verify no faults
are displayed at the CM or Memory levels of the MAP (shows all dots and no
Xs or fs).

11

INACT At the inactive RTIF release the jam.
RTIF>\RELEASE JAM

12

ACT Switch activity of the CPUs from the CM level.
> SWACT

13

INACT Repeat steps 1 through 12 on the newly-inactive CPU.

14

Verify the CPUs remain in SYNC and the inactive side is NOT jammed.

15

ACT Match the memory from the Memory level of the MAP.
> MEMORY;MATCH ALL
> QUIT

16

ACT Perform a REX test long from the CM level.
> REXTST LONG

>YES {for confirmation}
CPU SYNC, Message Controller (MC), and Subsystem Clock (SSC) states
will change. The SuperNode will be out of SYNC for at least 60 minutes.

-continued-
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Procedure 3
Processor tests SNODE  (continued)

17

ACT After completion of the test, verify the test results:

> QUERYCM REXRESULT

The CPUs should be back in SYNC with no REX alarms at the CM level or
on the main MAP display header. If the test failed, contact the site supervisor
to resolve any problems and repeat steps 16 and 17.

18

Repeat (with the other CPU active) steps 16 and 17.

19

ACT Perform an image test from the CMMNT level of the MAP.
> CMMNT

> IMAGE

> QUIT

20

After completion of the test, check any logs indicating pass or fail. If above
test failed, clear the problem and repeat the test.

21

Note: If on BCS 26-28 and patch BKR24C<xx> is present and activated
(PATCHEDIT shows it ON), then skip over the rest of this procedure and go
to the next procedure.

ACT Busy the Slave MS from the MS level of the MAP.

> MS;BSY < x>
where <x> refers to the Slave MS (look under Clock field).

22

ACT Test the MS from the MS level.
>TST< x>

23

After completion of the test the results of the test are displayed. If the test
failed, resolve any problems and repeat the test.

24

ACT Return the busied MS to service.
>RTS < x>

25

Wait 5 minutes to ensure the clocks are stable and to allow the hardware
audit to run. Both MS should be inservice.

-continued-
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Procedure 3
Processor tests SNODE  (continued)

26 ACT Switch MS clock mastership.
> SWMAST

27 Test the other MS by repeating steps 21 through 26.

28 ACT > QUIT ALL
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Procedure 4
Responsibilities before pre-application checks SN

1 Site Site is encouraged to verify all new software load and patch tapes
received in a shipment.

Note: The following steps do not apply to a TAS NONRES tape which
is used only by NT technical support to provide access to certain non-
resident software tools.

a. INSERT (or MOUNT) and LIST each tape.

From the tape header or first file verify the header matches the tape
label and the tape is correct for the to_BCS. For a BCS IMAGE tape
also verify the image filename is correct.

Verify a tape is good by listing the tape to the end without any errors.

C. If any problems are found notify your NT customer service
representative immediately.

d. Keep the tapes on-site for use during the scheduled software update.

2 Site Review the D190 document (office feature record) to ensure the
software content meets the expected requirements.

Note: Offices receiving feature package NTX218, EADAS, ensure table
OMACC has only 25 entries. If table OMACC has more than 25 entries, the
site will have to delete the extraneous entries so the five new EADAS
Operation Measurement tuples will fit.

CAUTION
For MS preloading it is recommended that the MS be loaded using the new
BCS IMAGE tape, and NOT the PM load tape. The MS load provided on the
IMAGE tape contains a more current patch set.

Richardson customers may require loading of the MS prior to the arrival of
the IMAGE tape. Contact Richardson BCS Applications for
MS loading procedures.

If problems are encountered during loading, contact the appropriate
TAS group for assistance.
The recommended procedure for MS preloading is found in section
Updating loads in the Message Switifithis MOP. Wait to upgrade
the MS until the new BCS IMAGE tape arrives on site.

3 Site Load and patch ALL PERIPHERAL MODULES with the to BCS
software loads according to the Peripheral Software Release Document
("Application Procedures" section).

-continued-
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Procedure 4
Responsibilities before pre-application checks SN (continued)

Peripheral modules include all PMs, XPMs, DPP, MPC, and the various
application processors associated with a DMS-SCP/STP/SSP such as the
ENET, LPP (including EIUs, LIUs and LIMs) and the FP.

Note: If a cross-reference file (BCSxxXPM$XREF) is at the beginning of the
XPM patch tape, use it to identify patches applicable to each XPM load.

4 Site Monitor front-end stability watching SuperNode CM,MM, and MS logs
through the day of the software delivery.
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Procedure 5
Save site files

1 Site/ACT Copy all Telco/site-created files in store file (SFDEV) onto a
labeled scratch tape. These files can be manually restored to SFDEV after
the BCS application.

Any patches and files downloaded to SFDEV need to remain in SFDEV for
the BCS application-DO NOT ERASE!
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Procedure 6
Peripheral verification SNODE

1 Site/ACT If the office is equipped with DDUs, erase all unwanted files. Then
ensure the peripheral loads and peripheral patches for the to_ BCS are on
the same disk.

2 On the DDU used for primary billing collection (such as AMA SMDR OCC
CDR), perform routine maintenance on the disk to ensure it is functioning
properly. If excessive "bad blocks" are present, reformat the disk.

3 Ensure peripherals (including ENET and DPPs) are loaded and patched with
the to_BCS software. (Refer to the Peripheral Software Release Document.)

Note: Procedures for preloading the MSs are in section Updating loads in
the Message Switch of this MOP.
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Procedure 7
Table ACDGRP

1 App/ACT ldentify any "holes" in table ACDGRP and fill them with dummy
tuples. Otherwise, you may be unable to retrieve MIS reports from some
ACDGRPs.

a. > OMSHOW ACDGRP ACTIVE

b. Look for nonconsecutive keys. (example: 02356 has 1 and 4

missing.)

C. If any missing tuples, have Translations personnel datafill with dummy
tuples. (This prevents the renumbering of key indexes during the BCS
update.)

d.  Also provide datafill in table DNROUTE for each corresponding dummy
tuple added in table ACDGRP.
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Procedure 8
Fill in Test Call Scripts

1 Site Fill in and test the Test Call Scripts in Appendix C.

This is to provide a thorough test plan exercise for testing the new BCS load.
You will be asked to make your test calls after switching activity to the new
BCS.
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Data consistency check procedure
Procedure 1lis for offices on BCS34 and higher.

CAUTION
Review Software Delivery Bulletins and any current
Warning Bulletins concerning TABAUDIT before using it.

Procedure 1
Run TABAUDIT (BCS34 and higher)

Perform this procedure at 15 days prior to the software delivery date. This
allows time to correct any table data problems that might be found. At the
insertion minus 10 days pre-check, NT engineers will review the results.
The data consistency checks must be successfully completed including any
needed data corrections in order for the scheduled application to be
completed on schedule.

For all offices on BCS 34 and higher, perform the following steps. These
steps are used to verify table data integrity using TABAUDIT.

A complete tutorial of TABAUDIT is provided iAppendix AThis includes
information on TABAUDIT enhancements (BCS36) which provide
automated scheduling capability and facilitate data capture.

Warning: TABAUDIT can take up to 10 hours to run. The length of time
will vary from site to site depending on the number and size of tables.

1 Site/ACT Verify table data using TABAUDIT. Send output to a recording
device (e.g. DOOOSCRATCH). Make note of the device used, since the files
will be reviewed by NT prior to BCS application.

TABAUDIT may be set-up to run all the tables using the "ALL" option or to
run a range of tables using the "FROM" and "TQO" options. TABAUDIT can
only be run from only one terminal at a time.

To use the "FROM" and "TO" options see substep a below.
To use the "ALL" option see substep b below.

Warning: If a device is not specified when issuing the TABAUDIT ALL
command, only a SUMMARYS$FILE will be created in Store File and no
separate file will be created for individual failed tables.

-continued-
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Procedure 1
Run TABAUDIT (continued)

If necessary, TABAUDIT may be stopped and restarted . To stop
TABAUDIT at anytime, use break HX. When restarting TABAUDIT,
determine the last table verified by reviewing the "SUMMARYS$FILE " file in
SFDEV. The last table verified can also be determined by listing table DART
and reviewing the "CHKDATE" and "CHKTIME" fields for the most recently
verified table.

Some tables will output information or warning messages as though they
are being changed. However, no changes will be made since TABAUDIT
does not execute any write procedures.

For example, when TABAUDIT is performed on table DATASIZE the
following message is output for every tuple checked:

A restart is needed for this change to take effect. Check the NTP as to
which is appropriate warm or cold.

Or for example, when STDPRTCT is checked, the additional output is:
Warning: Changes in table STDPRTCT may alter office billing.

a. Until the amount of time required to verify all tables is known for a
particular site it is recommended to perform the verification on a range
of tables using the "FROM" and "TO" options and information found in
table DART.

> TABAUDIT FROM < start table >[TO< endtable >]
<device name >

For example, to obtain table names in increments of 100, enter Table
DART, list, go down 100 and list two. Record or print the table names.
Continue this until the end of table DART is reached.

> TABLE DART,; LIST  (output will be the "FROM" table name)

> DOWN 100; LIST 2 ( output will be the "TO" table name of the
first 100 and the "FROM" table name for the second 100)

> DOWN 100; LIST 2 (repeat until the end of table is reached)
> LEAVE

Perform TABAUDIT on the first 100 tables as shown in the following
example:

> TABAUDIT FROM DART TO BGDATA < device name >

When complete, perform TABAUDIT on the next 100. Repeat until all
tables have been verified.

b. Use the TABAUDIT ALL command to perform the data verification
function on all tables listed in table DART using just one command.

> TABAUDIT ALL < device name >

-continued-
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Procedure 1
Run TABAUDIT (continued)

2 Review the summary output and any failed table files. If any table fails,
contact the translations engineer who can help in resolving any data
consistency issues. To verify a corrected table, run TABAUDIT ONLY and
specify the corrected table.

> TABAUDIT ONLY < table name > < device name >
Continue until all tables have been corrected.

3 When all tables have been corrected, if time permits, perform a TABAUDIT
on all the tables again by range or by use of the "ALL" command. This is to
ensure that no changes performed in step 2 have adversely affected other
tables.
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JFFREEZE procedure

This procedures in this section are required only when the office is scheduled
for a Hybrid process software delivery. Site personnel should perform the
procedure at 10 days prior to the software delivery date, or when instructed
to do so by Northern Telecom.

Whenever possible JFFREEZE should be used to take the "frozen image"
and begin the data freeze. Northern Telecom must receive the frozen image
by 8 days prior to the software delivery date to allow enough time to
complete the dump and restore.

Procedure 1
Stop activities

1 Site/ACT Advise all personnel that all activities must stop (including service
orders, translations, trunking, and other data modification) until told
otherwise.

2 Verify that no hardware changes or retrofits are in progress (such as network
and memory extensions).
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Procedure 2
Patch verification before frozen image

The Site is responsible for the following patch verification steps.

1 Site/ACT Ensure any from-side patches recently downloaded to SFDEV are
applied before dumping the frozen image (Hybrid method). NOTIFY THE
SITE SUPERVISOR of any new from-side patches not yet applied.

2 Review a current list of from-side patches needed for the BCS application.
This list can be obtained from your patch administrator.

3 Verify all required patches on the list are applied before dumping the frozen
image (Hybrid method).

4 The front-end and MS patches should be copied to the patch tape (or to
disk) and LEFT IN SFDEV.
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Procedure 3
Stop journal file for freeze

1 Site/ACT CLOSE and STOP the Journal File recording.

a. >MAPCI;MTC;IOD;DIRP;QUERY JF ALL
Check which JF volume is currently active.

b. > CLOSE JF ACTIVE
> CLOSE JF ACTIVE
JF is closed twice to ensure current timestamp on active journal file.
QUERY again to verify rotation.

C. > JF STOP
Verify stopped.

d. > QUIT MAPCI
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Procedure 4
Setup for frozen image

1

Site/ACT Ensure user OPERATOR is correctly permitted.

a.

> SHOW USERS

NAME  PRIO STACK NRDEV LANGUAGE PRIV
OPERATOR 4 5000 ENGLISH ALL

If OPERATOR is not permitted as stated above, change with the
"PERMIT" command.

If OPERATOR is logged in, logout the user and use the "PERMIT"
command from another user. Then again login as OPERATOR.

Important: Also change the PASSWORD to "OPERATOR" for the
image. This is only temporary and can be changed back after the
frozen image.

Site/ACT Delete MAP log device from table LOGDEYV to ensure logs are not
sent to to the MAP terminal.

> TABLE LOGDEV;POS MAP
Retain position MAP data for a later step.

> DELETE
> QUIT

Note: This tuple can be added back at the end of this procedure.

Site/ACT Verify MAP datafill in table TERMDEV.

a.

> TABLE TERMDEV;LIS
Retain position MAP data for a later step.

MAP O 8 VT100 B1200 CL 1X67BC NONE N NONE ALL
System response with a new I0C, 1X61AB.

or

MAP O 20 VT100 B1200 CL 1X67BC NONE N NONE ALL
System response with an old IOC, 1X61AA.

Change any fields which do not match. The bold type (fields IOCNO,
CKTNO, BAUDRT, and INTYP) is a must, other fields are not critical.

CAUTION
Do not "<break>/STOP" or "HX" because it will
cause the table changes to take effect.

The tuple can be changed back at the end of this procedure.

-continued-

NTP 297-1001-303 Release 04.01 September 1994




Hybrid SNODE MOP 4-21

Procedure 4
Setup for frozen image  (continued)

4 Verify the MAP device is in service.

a.
b.

> MAPCI;MTC;IOD;LISDEV CONS
Verify MAP position is in service as follows.
> 10C 0;CARD 2 {with a new I0C, 1X61AB}

or
>|0OC 0;CARD 5 {with an old IOC, 1X61AA}

If port 0 (MAP) is not in service (a dot represents in service) then do:
>BSY O;RTS 0
> QUIT ALL

5 Verify tuple JF datafill in table DIRPSSYS.

a.

> TABLE DIRPSSYS;POS JF
Example system response:

JFY 2 1JFPOOL $ CR MJ NA NA 30 30 $NNA
FIRSTACT NNNNNNR NOROTATE BOTH NONE

Retain the original datafill to restore to the new load before the images
are dumped in the SWACT/POSTSWACT procedures.

Change the fields which do not match. The bold type (fields RETPD,
CRETPD, FILEDATE, SHEDDAYS, ROTACLOS, and AUTOXFER) is
a must. Other fields are not critical. (JFFREEZE automatically daily
rotates journal file at approximately 0300 hours.)

> QUIT
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Procedure 5
Cleanup journal files

Copy journal files to tape and ERASE them from disk with this procedure.

1 Site/ACT > MAPCI;MTC;IOD;DIRP;QUERY JF ALL
Retain the volume names located under the VOLUME field for step 4 and
step 8.

2 > QUIT MAPCI

3 > DSKUT

4 LISTVOL < volume > ALL
where <volume> refers to the journal file volume(s) noted in step 1. Retain
all filenames for step 6.

5 Repeat step 4 for each volume found in step 1.

6 If the site does not require copying unprocessed journal files, go to step 8;
otherwise, continue.

Put up a tape on MTD 0. Either enter
> DIRPAUTO JF {steps you through the process}
or MOUNT the tape and enter

> DIRPCOPY JF < unprocessed files > <T0>
where <unprocessed files> refers to JF files that begin with the letter "U"
(e.g. UB90327133614JF) and which were listed in step 4.

7 Repeat step 6 for each unprocessed journal file.

8 > LISTVOL < volume > ALL
where <volume> refers to the journal file volume(s) noted in step 1. Retain
all filenames for step 10.

9 Repeat step 8 for each volume found in step 1.

10 > MAPCI;MTC;IOD;DIRP {BCS24 and higher}
> CLEANUP FILE < filename >
>YES {for confirmation}
or
> ERASEFL < filename > {BCS23 and lower}

where <filename> is all files except DIRP_FILESEG and active files. Active
files start with the letter "A” (e.g. A890327133614JF).

-continued-
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Procedure 5
Cleanup journal files  (continued)

11 Repeat step 10 for each filename found in step 4 or step 8 above.
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Procedure 6
Start JFFREEZE

1 Site/ACT Start JFFREEZE. To see a complete console session of
JFFREEZE, see Using JFFREEZE, Appendix A: Command Summaries.

Note: Verify the normal image disk volume has enough space for a new
image (erase the oldest image on the volume if necessary).

a.

> JFFREEZE ON

DO YOU WISH TO CONTINUE? {system response}

Please confirm ("YES" or "NO"):
> YES

ENTER THE FREE 10C OR SLM DISK VOLUME TO RECEIVE
THE SYSTEM IMAGE FILES(S):

> < disk >
where <disk> is the normal image disk volume.

JFFREEZE: THE SYSTEM...COMMENCE IN 2 MINUTES
DO YOU WISH TO PROCEED?
Please confirm ("YES" or "NO"):

>YES

JFFREEZE image dump commences in 2 minutes...

Dump START time: yyyy/dd/mm hh:mm:ss.sss ddd..

JFFREEZE image dump information is output, followed by Journal file
information.
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Procedure 7
Duplicate image SNODE

1

Site/ACT Make three copies of the frozen image on SLM tape cartridge.

a.
b.

Insert a blank SLM cartridge in the SLM where the image was dumped.

> DISKUT

> INSERTTAPE < tape > WRITELABEL FROZEN

where <tape> is the SLM tape on the same SLM device where the
image was dumped.

>LISTFL< slm>
where <slm> is the SLM disk volume where the image was dumped.
Retain the filenames (both _MS and _CM,).

> BACKUP FILE < slm > < filename >_MS

> BACKUP FILE < slm > < filename >_CM

where <slm> is the SLM disk volume where the image was dumped,
and <filename> is the name of the file listed above in substep c.

> EJECTTAPE < tape >
Remove the SLM cartridge once the tape has stopped moving.

Repeat substeps a through f until three image copies are made.
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Procedure 8
Resume work

1 Site/ACT Advise change order personnel that service order activity may
resume only by following Journal file rules procedure (to follow).
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Procedure 9
Print table TERMDEV

1 Site/ACT Print a hard copy of table TERMDEYV. Set the printout aside for the
moment.

This printout will to be sent to Northern Telecom for use by the Dump and
Restore engineer.
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Procedure 10
Send in frozen image

1 Site/ACT Send two "frozen images" to the appropriate Northern Telecom
facility.
a. Label the tapes as "Frozen image."
b. Send the image tapes to the following address:
PLEASE CONTACT YOUR NT CUSTOMER SERVICE
REPRESENTATIVE FOR THE CORRECT ADDRESS.
C. Safely store the remaining tape at the DMS site.

d.  Alsoinclude in the shipment the printout of table TERMDEYV that was
set aside above.

2 Safely store the remaining tape at the DMS site.
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Procedure 11
Original data

1 Site/ACT If any changes were made above (for the frozen image) to user
OPERATOR or to the MAP device, restore the original data if desired as
follows.

a. If a permit option was changed for user OPERATOR, change it back if
desired.

> SHOW USERS
If OPERATOR is logged in, logout the user and use the "PERMIT"
command from another user. Then again login as OPERATOR.

b.  The original password for user OPERATOR can also be restored at

this time.

C. If MAP tuple was changed in table TERMDEYV, restore the original data
if desired.

d. If MAP device was deleted in table LOGDEV, restore the original data
if desired.
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Procedure 12
Journal file rules

Site  FOLLOW THESE RULES through the entire data freeze period (normally
up to the night of the BCS application). The data freeze begins once the
frozen image is completed. Please inform control center and craftsperson
personnel of the following restrictions.

1 LIMIT SERVORD ACTIVITY and TABLE CHANGES during the data freeze.

Warning: Whenever possible use SERVORD, not table control, to make
data changes.

2 Journal file is never to be stopped, even during journal file rotations.
If the AUTOIMAGE feature is used to take regular office images, the journal
file starts and stops automatically as the image is dumped. This is the only
exception to the rule.

3 ACTIVITIES WHICH ARE NOT PERMITTED

changes to "restricted tables" (including tables C7LKSET, C7TRTESET,
and C7LINKSET)

Note: A list of all the RESTRICTED TABLES can be seen by listing
entries in table FREEZTAB.

network changes, additions, and deletions (tables NETWORK and
NETJUNCT)

PM changes, additions, and deletions (all tables ending with 'INV")

trunk group changes, additions, and deletions (tables TRKGRP and
TRKSGRP)

trunk member changes, additions, and deletions (table TRKMEM)
table TRKNAME changes, additions, and deletions
IBN customer group changes, additions, and deletions

OM and EADAS changes, additions, and deletions (tables OMACCTAB,
OMCLASS, OMACCGRP, OMACCFLD, OMACCKEY, OMDELTA, and
OMSET)

DRAMREC changes, additions, and deletions (that is, ASSIGN and
RECORD)

table changes, additions, and deletions from store files, and using
OVERRIDE (OVE) or VERIFY OFF (VER OFF)

use of the RENAMECLLI command
use of the DMOPRO command

use of the JF STOP command
-continued-
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Procedure 12
Journal file rules  (continued)

erasing journal files from disk

use of DIRP CLEANUP command. This could change 'R' journal files to
'P' status, and these may not be processed when JFDUMPF step is
done. If file space is required then cleanup only non-journal files.

4 ACTIVITIES WHICH ARE PERMITTED
all SERVORD commands
table changes must be made with VERIFY ON and kept on hard copy

emergency translation changes

5 If JFFREEZE is not activated, CLOSE and ROTATE journal files daily
(whenever the number of records exceeds 1000). KEEP THE FILENAMES
IN CHRONOLOGICAL ORDER IN A JOURNAL FILE LOGBOOK.
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Procedure 13
System restart with JFFREEZE on

site If BCS29 and lower with JFFREEZE activated and a system restart
occurs for some reason, observe the following procedure.

1 ACT Rotate the journal file:

a. > MAPCI;MTC;IOD;DIRP;QUERY JF ALL
Check which JF volume is currently acitve.

b. > ROTATE JF
QUERY again to verify rotation.

C. > QUIT ALL

2 Print the journal file HISTORY file.
> JFFREEZE HISTORY

3 Copy all journal file records listed in the HISTORY file to tape. Use the
DIRPAUTO JF command (if available) or DIRPCOPY JF to copy the files.
Keep the tape for backup the night of the BCS update.

4 Verify tuple JF datafill in table DIRPSSYS:

a. > TABLE DIRPSSYS;POS JF
Example system response:

JFY 21JFPOOL $ CR MJ NA NA 30 30 TAPE $
FIRSTACT YYYYYYY3 X24 BOTHNONE

b. Change all fields which do not match. The bold type (fields RETPD,
CRETPD, FILEDATE, SHEDDAYS, SHEDBASE, SHEDINCR,
ROTACLOS, and AUTOXFER) is a must. Other fields are not critical.
(This daily rotates journal file at approximately 0300 hours.)

c. >QUIT

5 Manually START journal file if not already started.

6 DO NOT STOP JOURNAL FILE. Rotate journal file daily and archive all
journal file tapes for use on the night of the BCS update. Keep a
chronological record of each journal file for use by the update engineer.

7 Observe Journal file rules procedure from this point on.
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Procedure 14
Changing DRAMREC with JFFREEZE on

Site When JFFREEZE is activated and it is necessary to do DRAMREC
changes, additions or deletions (that is, ASSIGN or RECORD), observe the
following procedure.

1 ACT Rotate the journal file:

a. > MAPCI;MTC;IOD;DIRP;QUERY JF ALL
Check which JF volume is currently acitve.

b. >ROTATE JF
QUERY again to verify rotation.

c. > QUIT ALL

2 Contact TAS to SUSPEND JFFREEZE.

3 Print the journal file HISTORY file.
> JFFREEZE HISTORY

4 Copy all journal file records listed in the HISTORY file to tape. Use the
DIRPAUTO JF command (if available) or DIRPCOPY JF to copy the files.
Keep the tape for backup the night of the BCS update.

5 Contact TAS to STOP JFFREEZE.

6 Verify tuple JF datafill in table DIRPSSYS:

a. > TABLE DIRPSSYS;POS JF
Example system response:

JFY 21JFPOOL $ CR MJ NA NA 30 30 TAPE $
FIRSTACT YYYYYYY3 X24 BOTHNONE

b. Change all fields which do not match. The bold type (fields RETPD,
CRETPD, FILEDATE, SHEDDAYS, SHEDBASE, SHEDINCR,
ROTACLOS, and AUTOXFER) is a must. Other fields are not critical.
(This daily rotates journal file at approximately 0300 hours.)

c. >QUIT

7 Manually START journal file if not already started.

8 Make DRAMREC changes as required.

9 DO NOT STOP JOURNAL FILE. Rotate journal file daily and archive all
journal file tapes for use on the night of the BCS update. Keep a
chronological record of each journal file for use by the update engineer.

-continued-
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Procedure 14
Changing DRAMREC with JFFREEZE on  (continued)

10 Observe Journal file rules procedure from this point on.
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Updating loads in the Message Switch
Begin this section as soon as the new BCS IMAGE tape arrives on site
(normally two to three days before the software delivery).

Procedure 1is to copy the new CM and MS loads onto a SLM disk. This is
for all offices, and is required in order to load the MS and to enable loading
the mate CM from SLM disk.

Procedure 2s only for offices on BCS34 and higher. Procedure 2 is to
preload the MSs with the new MS load. (For offices on BCS33 and lower,
the MSs will be loaded by the BCS Applicator on the night of the software
delivery.)

Note: When scheduled for a BCS-n to BCS-n application (for example,
BCS34 to BCS34) Telco may choose to NOT preload MSs as long as the
present MS load is patched current.

Procedure 1
Restore CM and MS loads

Restore (that is, copy ) the new CM and MS loads onto a SLM disk.

1 Site/ACT List the SLM tape cartridge with the new BCS IMAGE files (both
_MS and _CM loads).

a. Place the cartridge into the SLM tape drive on the same side as the
inactive CPU.

b. > DISKUT

C. >|T < tape_device >
Inserts the tape into the inactive-side SLM, for example:
IT SOOT or IT SO1T

d. > LF < tape device >
for example, LF SO0T or LF SO01T. May take up to one hour to list.

e.  Verify the MS and CM load files are the correct ones to use.
To help understand the image filenames, you may use Cl command
DISPMS <filename> which displays the image header information.
(Refer to Appx. A for more details of this command.)

-continued-
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Procedure 1
Restore CM and MS loads (continued)
2 Select a SLM disk volume onto which to restore the new BCS IMAGE.

The volume selected should not be on the same SLM with active DIRP
billing.

The volume should not be the same volume normally used to take
images. (This is so that AUTOIMAGE won't fail for lack of disk space.)

If there is a problem completing this step, please contact the next level of
support.

3 Restore both the CM load and the appropriate MS load onto the selected
SLM disk volume.

a. > RE FILE < disk_volume ><tape_device ><filename_CM >
Restores the CM load onto the SLM, for example:
RE FILE SO01DIMGO SO1T LD101015ND36 _CM

b. > RE FILE < disk_volume ><tape_device ><filename_MS >
Restores the MS load onto the SLM, for example:
RE FILE SO01DIMGO SO1T LD101015MS36CR_MS

C. > ET < tape_device >
Ejects the SLM tape, for example:
ET so1T

d. > QUIT
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Procedure 2
Preload both MSs

As of BCS34, backward-compatibility is supported in the Message Switch
(MS). This means, if the office is on BCS34 or higher, then it is possible to
PRELOAD both MSs with the new MS load before the CM is upgraded to
the new BCS.

CAUTION
Do not attempt to upgrade the Message Switch at this time unless
the office is currently on BCS34 or higher.
Failure to heed this caution could result in degradation of the switch
since the MS load is not backward compatible until the office is on
BCS34.

CAUTION
If the office is on BCS34 or higher, both MSs must be loaded with the MS
load provided on the BCS IMAGE tape prior to starting the BCS application.
The following procedure assumes the proper MS load was success-
fully copied to a SLM disk volume.

Note: The BCS IMAGE provided is patched current. If any new patches
are required, these will be downloaded to SFDEV and applied on the
night of the BCS application.

1 Site/ACT List the SLM disk volume onto which the new BCS IMAGE files
(both _MS and _CM loads) were previously restored (copied).

a. > DISKUT

> LF SOOD<volume > {or SO1D<volume>}
where <volume> is the SLM disk volume with the BCS IMAGE.

b.  Verify the image files (both _MS and _CM) on the SLM disk volume
are correct. Be sure to use the image files provided on the new BCS
IMAGE tape.

To help understand the image filenames, you may use the DISPMS
<filename> command which displays the image header information.
(Refer to Appx. A for more details of this command.)

2 At the MS level of the MAP, determine which MS contains the SLAVE clock.
(Look for "slave" under the CLOCK field.)

> MAPCI;,MTC;MS

-continued-
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Procedure 2
Preload both MSs  (continued)

3

> BSY <MS#> {the MS with the slave clock}

> LOADMS <MS#> <filename >
where <filename> is the name of the _MS load file listed above in step 1.

>YES {for confirmation}

When prompted, perform an out-of-service test on the MS just loaded.

> TST <MS#> {on the OOS MS}
Ensure the test passes with no faults. Determine the cause for any failure, fix
the fault, and repeat the test.

CAUTION

Do not proceed unless NO faults are reported.
Replace cards if necessary and repeat the test. Contact site supervisor

if the test fails repeatedly.

> RTS <MS#> {not OOBAND!}

Wait 5 minutes to ensure the clocks are stable and to allow the hardware
audit to run. Both MSs should be inservice.

Note: The MS load on the CM image tape is patched as current as possible.
Copies of all MS patches that were applied to this load will be in mate
SFDEV when the CM image is loaded for the BCS application. Once the CM
load is made active (by the SWACT) the MATCHALL MS (PATCHER) will
function as intended.

Switch MS clock mastership.
> SWMAST

Monitor MS logs for 10 minutes to ensure stability.

10

Repeat steps 3 through 9 to update the load in the other MS.

11

> QUIT MAPCI
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Site responsibilities the day of the software delivery

The following steps must be completed by site persdmeferethe software
delivery engineer contacts the site for the scheduled software delivery.

Procedure 1
Day zero checklist

1 Site Verify that all problems identified from performing table data checks
have all been resolved.

2 Verify that the front-end processors have been in sync for the past 24 hours
and the last REX test has passed.

3 Verify an image has been taken in the last 24 hours and backed to tape.

4 Ensure you have undertaken your critical test call plan and verified it. (See
Appendix C: Test Call Scripts.)

5 Verify SFDEV has been cleared of all Telco/site-created files.

6 Verify all to_BCS patches have been downloaded to site and are present in
SFDEV.

7 LIU7 image with feature AQ1102

In preparation for the ONP, assuming that the LIU7s have had their software
loads upgraded, dump an image of an INSV LIU7. There should be no
changes to the tables C7GTT, C7TGTTYPE, C7TNETSSN, or C7DCIS6
between the time this image is dumped and when the ONP occurs.

This is to utilize feature AQ1102, which allows faster recovery of LIU7s

under certain circumstances. Please refer to the feature description for
details of the possible recovery scenarios.

Note: If an image with up-to-date data is not available, then data sync of an
LIU7 following the CC Warm SWACT may take considerable time if table
C7GTT is very large.
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Procedure 2
Patch verification

The Site is responsible for the following patch verification step.

1 Site/ACT All patches downloaded to SFDEYV after the final office review
should be copied to tape (or to disk) and LEFT IN SFDEV.

- From-side patches that are process-related (affecting ONP tools) will be
applied by the BCS Applicator on the night of the BCS application.

. To-side front-end and MS patches in SFDEV will be automatically applied
to the new BCS load on the night of the BCS application.
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Procedure 3
Run DATADUMP

1 Site/ACT Run DATADUMP to output important switch information for future
reference.

a. >LOGUTIL;STOPDEV < printer >
where <printer> is an available printer to be used for recording. This
makes sure the logs are stopped on the device.

> LEAVE

b. > RECORD START ONTO <printer >

C. > BCSUPDATE;DATADUMP {for BCS33 and higher}
When DATADUMP is completed:
> QUIT

d. > DRCI;RUNEXEC DATA_DUMP {for BCS32 and lower}
When DATADUMP is completed:
> QUIT

e. > RECORD STOP ONTO <rinter >
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Procedure 4
FX voice and data

1 Site Ensure there will be uninterrupted communication with the software
delivery engineer during the software delivery. (Provide FX voice and data
lines.)

2 Ensure at least two dialup ports are operational-one on each I0C. These
should have COMCLASS of ALL.

3 Verify user names to be used during the software update have PRIVCLAS of
ALL.
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Preliminary phase procedure
This section details both SITE and BCS applicator (App) activities required

for a Hybrid process software delivery. The data transfer should already be
completed.

The actual software delivery begins when the software delivery engineer puts
the switch into simplex mode (drops sync) and loads the inactive CPU with
the datafilled BCS software load.

Two dialup ports are required, one for the active side processor (label it
ACT) and one for the inactive side processor (label it INACT). Remember
to acquire a soft copy of the console sessions for both terminals.

Note: Telco may elect to monitor the application process by recording
onto printers. This can impact the software delivery time. Site may start
recording by issuing the following command for two printers, one for
each of the dialup ports to be used by the applicator: "RECORD START
FROM <terminal_id> ONTO <printer>."

CAUTION
Ensure no hardware changes or retrofits are in progress. This includes
network or memory extensions and peripheral additions/deletions.
These activities are prohibited during the BCS application. Such
hardware must be made INB (installation busy), and any further
software changes must cease.
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Procedure 1
Interrupt/ABORT process

Both SITE and Applicator should be familiar with each of the following
steps before continuing with the procedures in this section.

If problems develop during the software delivery, resort to one of the
following actions.

1 It may be necessary to STOP (and reschedule) the application after
PRESWACT has been implemented, but before the switch of activity. Refer
to "PRESWACT Abort" in Appendix A (page A-29).

2 If a controlled REVERT is required after the switch of activity (SWACT) refer
to "Revert to old load procedure” (page 4-121).

3 If an emergency ABORT is required after the switch of activity (SWACT)
refer to "Emergency Abort procedure” (page 4-147).
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Procedure 2
Remote login

1 App/ACT Contact the control center (if required) and the site on the voice
phone and connect to both dialups. Verify one dialup port is on IOCO and
the other is on I0C1.

2 App/ACT Login the users and if applicable, set LOGINCONTROL.

a.
b.

or

<break>

?LOGIN
Enter username and password {system response}

> <username> <password>

> <username>

> <password>

where username and password can both be found on the Pre-
application report.

For BCS33 and higher enter:

> BCSUPDATE;DEVICE

> QUIT

For BCS32 and lower enter:

> LOGUTIL;STOP;STOP

> LEAVE

> LOGINCONTROL <device> QUERY

{Note the name of this device}

Verify Open Condition Logoutis N. If not, retain the original status and
enter:

> LOGINCONTROL <device> OPENFORCEOUT FALSE
Verify Max Idle Time is Forever. If not, retain original status and enter:
> LOGINCONTROL <device> MAXIDLETIME FOREVER

> LOGINCONTROL <device> DISABLEON REMOVE
<forceout_conditions> {conditions obtained in substep d above}

Repeat this entire step on the other terminal device.
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Procedure 3

Check logs SNODE

1 App/ACT For BCS33 and higher check logs to verify processor stability.
> BCSUPDATE;LOGCHECK

> QUIT
Do not continue until all logs have been explained.

2 App/ACT For BCS32 and lower check logs to verify processor stability.
> LOGUTIL

> OPEN <log_buffer  >;WHILE(BACK)()
where <log_buffer> refers to CM, MS, SLM and MM logs.

> LEAVE

> TRAPINFO
Check for store parity traps, MM (mismatch), and store checksum logs. Do
not continue until all logs have been explained.
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Procedure 4
Stop journal file
1 App/ACT ROTATE and STOP the Journal File recording.

a. >MAPCI;MTC;IOD;DIRP;QUERY JF ALL
Check which JF volume is currently active.

b. > CLOSE JF ACTIVE
QUERY again to verify rotation.

C. > JF STOP
Verify stopped.

d. > QUIT MAPCI
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Procedure 5
Ensure MSs loaded

As of BCS34, backward-compatibility is supported in the Message Switch.
This means, if the office is on BCS34 or higher, then it is possible to
PRELOAD both MSs with the new MS load before the CM is upgraded to
the new BCS.

1 App/ACT If the office is on BCS34 or higher, then ensure both MSs are
loaded with the new MS load that was provided on the new BCS IMAGE
tape.
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Procedure 6
Drop sync SNODE

1 App/ACT Type:
> MAPCI;MTC;CM

2 App/ACT Ensure the CM you want to load with the new BCS load is inactive
and the corresponding MS and SLM components are used.

For example: if the new BCS image resides on SLM disk 0, then CM 0

should be the inactive side, and the MS 0 clock should be the slave clock.

a. Determine where the new BCS image resides (normally SLM disk 0).

b. If needed to align the CM with the SLM, you may switch activity of the
CM using SWACT (CM level).

C. If needed to align the MS clock with the CM, you may switch MS clock
mastership using SWMAST (MS level). If you do, wait five minutes to
continue.

3 Site/INACT From the inactive RTIF enter:

RTIF>\JAM

RTIF> YES {for confirmation)
4 App/ACT

> DPSYNC {from CM level)

>YES {if prompted to disable AUTO PATCHING}

>YES {to confirm DPSYNC}
5 Site/INACT Site must tell the engineer when the inactive CM is flashing A1l.
6 App/ACT

> QUIT MAPCI
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Procedure 7
BULLETINS before LOADMATE

1 App Verify and perform all software delivery bulletins and workarounds that
are required prior to beginning LOADMATE.
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Procedure 8
Loadmate SNODE

1 App/ACT List the SLM disk volume onto which the new BCS IMAGE files
(both _MS and _CM load files) were previously restored (copied).

a. > DISKUT

> LF SOOD<volume > {or SO1D<volume>}
where <volume> is the SLM disk volume with the BCS IMAGE.

b.  Verify the image files (both _MS and _CM) on the SLM disk volume
are correct. Be sure to use the image files that were provided on the
new BCS IMAGE tape.

To help understand the image filenames, you may use the DISPMS
<filename> command which displays the image header information.
(Refer to Appx. A for details of this command.)

2 App/ACT If the _CM image file was not previously restored to the SLM disk,
you can instead loadmate from SLM tape as follows. (Otherwise, go on to
with the next step to load from disk.)

CAUTION
The _MS file will have to be restored to the SLM disk in order
to load the MS (during PRESWACT if not already done).
However, since loadmate can be done using SLM disk or tape, you
may wait until loadmate is done to restore the _MS file to SLM disk.

Insert the new BCS IMAGE cartridge into the SLM tape drive corresponding
to the inactive CM.

> LDMATE DIRECT TAPE 2 {loads 2nd file on the tape}

-continued-
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Procedure 8

Loadmate SNODE (continued)

3 App/ACT If BCS28 and higher, loadmate using the SLM disk as follows.
a. Ensure no DIRP files are opened on the SLM disk with the image.

> DIRP;QUERY < subsystem > ALL
where <subsystem> is AMA, OM, JF, or DLOG.

If any opened files, close the files (or rotate the information to the
active side).

CAUTION
LDMATE DIRECT (below) will fail if there are any opened files

on the SLM device with the image.
"DIRECT LOADMATE OPERATION FAILED: File System
operations must be halted before initiating loadmate."

b. > LDMATE DIRECT DISK < filename _CM>
If you get the above message, either close the opened file(s), or else
loadmate using the VIAMS option as follows.

> LDMATE VIAMS < filename _CM>

4 App/ACT If BCS27 loadmate using the SLM disk as follows.
a. Activate patch SSY05C27.
> PATCHEDIT SSY05C27 ON
b. > LDMATE < filename _CM>

5 App/ACT If BCS26 loadmate using the SLM disk as follows.
> LDMATE < filename _CM>

6 Site and App/INACT Wait for loadmate to complete and the inactive
processor to flash Al.
While waiting for loadmate, SITE may display the patches in store file
(PATCHER; DISPLAY <patch>) or may copy any new patches to the new
patch tape (or to disk).
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Procedure 9
Login inactive after Loadmate SNODE

Login on the inactive processor after loadmate is complete.

1 App/ACT Type:
> MATELINK RTS

2 Allow initialization on the inactive side (flashing Al).

3 LOGOUT of the active side if logged in on the terminal labeled INACT.

4 > MATEIO

> MATELOG <device >
where <device> is the name of the terminal labeled INACT.

5 App/INACT

Enter username and password {mate-side response}
Mate> OPERATOR OPERATOR

or Enter username
Mate> OPERATOR

Enter password
Mate> OPERATOR
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Procedure 10
Set date and header message

1

App/INACT Set the current date and site header message on the mate side.
Mate> SETDATE < dd mmyy > {set today's date}

Mate> SETLOGMSG '< text >'

where <text> becomes the office header on the new software load. Using
the old header as the model, change the Office Order (COEO), office
name, Product Code (or BCS level), and application date . Ensure all
symbols at the beginning and end of the header message remain the same
(including spaces).

Note: The "Order/Suborder" (Office Order) and "To Product/Version"
(Product Code/BCS) can be found in the Parmmail.

Example:
94/04/12 00:41 *** H01234 OFFICE LEC00002 120494 ***
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Procedure 11
Check logs inactive SNODE

1

App/INACT Forto_BCS 33 and higher check mate logs to verify processor
stability.

Mate> BCSUPDATE;LOGCHECK

Mate> QUIT
Do not continue until all logs have been explained.

App/INACT Forto_BCS 32 and lower check mate CM logs.
Mate> LOGUTIL;OPEN CM;WHILE(BACK)()
Mate> LEAVE

Mate> TRAPINFO
Check for store parity traps. Do not continue until all logs have been
explained. Traps from active side (FOOTPRINT) may also be shown.

App/INACT
Mate> TRAPINFO CLEAR
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Procedure 12
Mate-side memory check

1 App/ACT If from_BCS 32 and higher, perform a mate-side memaory check.

CAUTION
If this test fails do not continue -immediately notify the site supervisor.
The purpose of the check is to prevent a SWACT to faulty hardwar
on the inactive side.

Note: Entering the RUNSTEP command below gives a warning that the step
is done out of process. This is okay-answer YES to the prompt.

a. > BCSUPDATE;RUNSTEP MATE_MEM_CHECK

Note: This displays on the active side the result of the test,
“completed” or “not completed.” If it is not completed an error message
is also printed on the active side.

b.  Should this check fail, isolate and replace the faulty memory card on
the inactive side. For additional information, turn to
"MATE_MEM_CHECK failure" in Appendix B.

c.  >QuUIT
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Procedure 13
Retain PARM values

1 App Obtain a list of the following office parameters for reference.

> TABLE OFCVAR
> POS NODEREXCONTROL
> POS LCDREX_CONTROL
> QUIT

> TABLE OFCENG
> POS GUARANTEED TERMINAL_CPU_SHARE
> QUIT

> TABLE OFCSTD
> POS DUMP_RESTORE_IN_PROGRESS
> QUIT
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Procedure 14
Patch inactive

PATCH the inactive processor by following this procedure. (Mate patching
can instead be done manually if desired.)

Note: Entering the RUNSTEP commands below gives a warning that the
step is done out of process. This is okay-answer YES to the prompt.

1 App/INACT If coming from_BCS 31 and lower, on the mate side turn on
access to WTAB using TASTOOL procedure.

2 ACT On the active side, ensure table PADNDEYV points to the device
(typically SFDEV) containing the patches that were downloaded for the
to_BCS.

> TABLE PADNDEV;LIST ALL
If there are devices in this table that do not contain to_BCS patches, make a
note of the tuples and DELETE them.

Note: MOVEBCS or TABXFR will attempt mate patching again (until this is
patched out). After MOVEBCS/TABXFR does this, you will need to restore
the original data in table PADNDEV. There are two ways of doing this:

1. In procedure "MOVEBCS/TABXFR setup”-Set a stop point in
MOVEBCS/TABXFR to stop before table PADNDEYV is moved. (At that point
the patching will be completed.) Then when it stops edit the table on the
active side and allow the data transfer to continue.

2. In procedure "MOVEBCS/TABXFR completed"-Allow MOVEBCS/
TABXFR to run to completion as usual. Then edit table PADNDEYV on both
the active and inactive sides.

3 > BCSUPDATE;RUNSTEP VERIFY_DSLIMIT

4 > RESET

5 > RUNSTEP DISABLE_AUTOIMAGE
Note: This step is not valid if the AUTOIMAGE feature is not available.

6 > RUNSTEP SET_OFFICE_TUPLES

7 > RUNSTEP SEND_PATCHES

8 > RUNSTEP APPLY_PATCHES

9  >QUIT

-continued-
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Procedure 14
Patch inactive (continued)

10 Site and App/INACT Print the PATCHS$FILE and review applied (mate)
patches.

Mate> LISTSF ALL;PRINT PATCHS$FILE
If you need to DISPLAY any patches that were applied on the inactive side,
these patches can still be accessed from the active side.

11  Mate> TRAPINFO

If trap occurred, do not continue until the trap is explained and action taken
to correct the error.
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Procedure 15
Activate patches inactive

1 App/ACT Determine which ACT patches are activated in the old load.

a.

> PATCHEDIT
This command shows a list of 'ACT' patches and which ones are
activated (turned on).

Review the patch list to determine which patches are currently
activated (ON) on the active side.

Normally any ACT patch activated in the old load should be manually
activated in the new load (see next step).

2 Site and App/INACT As needed activate ACT patches on the inactive side.

a.
b.

Mate> PATCHEDIT

Compare the mate-side patch list with active-side list obtained above.
Decide with the site if any patches need to be activated (set "ON") at
this time.

Passwords will be provided on the ‘APF' report for any "feature
patches" in the new BCS load. Give the password to Telco, but do
NOT activate the patch at this time unless already ON in the old load.

Mate> PATCHEDIT <patch> ON
This activates the patch.

Repeat this command for each patch to be activated.

Also determine from comparing the patch lists if any ACT patches
should be set to "NA" (no audit) state.

Mate> PATCHEDIT <patch> NA
This sets the patch to "NA" state.

Repeat this command for each patch to be set to "NA."
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Procedure 16
Restart inactive for patches

1

App Perform each of three types of restarts (warm, cold, and reload) on the
inactive side to satisfy the requirements of any patch(s) needing a restart.

Note: Sequence of restarts is not important.
INACT
Mate> RESTART < restart type >

Mate> YES {for confirmation}

Allow initialization on the inactive side (flashing Al).

Login on the inactive side.

Repeat above steps for each type of restart required.
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Procedure 17
IPL modules

1 App/ACT If from_BCS 30 and lower, to avoid problems using
STATUSCHECK, STATUSUPDATE, and RESTARTSWCT because of
device/hardware irregularities, do the following.

a. > QUERY <module>
where <module> is:
NODESTAT STCSTAT IPMLSTAT
CARRSTAT JCTRSTAT DCHSTAT

Repeat QUERY for each module listed.

Note: OPMSTAT, CCS6STAT, RCUSTAT, and CSCSTAT are also
status modules, but do not require this procedure. The counts for these
modules are set to their maximum values.

b. If any module is loaded, as indicated by the QUERY command, enter
the following:

> RUN <xxxx> IPL
where <xxxx> is a loaded module.

Note: Three or four SWERRS will be generated for each module
entered in this step. The SWERRS are expected and indicate that
procedures and counts for the hardware are being updated.
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Procedure 18
SWCTCHK verification

1 App/ACT If from_BCS 29 and lower, verify Pre-application Engineering has
entered the SWCTCHK command (see Pre-application Report). If not done
earlier complete this step.

a. Ensure patch EWWO08 is applied on the active (from-side) load.
b. >SWCTCHK
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Procedure 19
MASSTC

1 App Check status in MASSTC level (TOPS office only).

a. ACT
> MASSTC
> STATUS
b. If the status is INITIAL, then no action is needed.

c. INACT If the status is DUPLICATED, then with Telco consent on the
MATE side enter:

Mate> ENABLE
or, if data is obsolete
Mate> SCRAP

d. ACT If the status is SWITCHED, then with Telco consent on the
ACTIVE side enter:

> PERM
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Journal file restore procedure

For HYBRID method-This section is required to restore the journal file
recorded during the DATA FREEZE period.

Two dialup ports are required, one for the active side processor (label it
ACT) and one for the inactive side processor (label it INACT). Remember to
acquire a soft copy of the console sessions for both terminals.

CAUTION

Ensure no hardware changes or retrofits are in progress. This includes
network or memory extensions and peripheral additions/deletions.

These activities are prohibited during the BCS application. Such

hardware must be made INB (installation busy), and any further

software changes must cease.

CAUTION
In case of emergency situations
and if an outage or degradation occurs, call the site supervisor
immediately. If not service-affecting, use normal escalation policy.

Procedure 1
Journal file dump

1 Site and App Locate the FIRST JOURNAL FILE TAPE or JF DISK
VOLUME recorded at the beginning of the DATA FREEZE.

2 App For from_BCS 28 and higher and if JFFREEZE was used, perform
Journal file dump with JFFREEZE procedure (to follow).

Otherwise, for the manual process perform Manual journal file dump
procedure (to follow).
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Procedure 2
Journal file dump with JFFREEZE

If from_BCS 28 and higher and if JFFREEZE was used, perform this
procedure. Otherwise, perform thanual journal file dumgprocedure
(follows this procedure).

1 App/ACT If currently on BCS33 and lower, enter:
> QUERY JFDUMPF

If the module is already loaded (module information is output) go to step 2
below.

If the module is not loaded ("QUERY--module 'JFDUMPF' is not loaded" is
output) load the module as follows.

a. Have site install the appropriate BCSTOOLS tape on a tape drive. Ask
for the tape via the identification label (see "Administrative" block on
the Pre-application report.)

b. > TLIST(MOUNT < x> {BCSTOOLS tape}
c. >LOAD JFDUMPF PRPTCHEC
d. > DEMOUNT T<x>

2 Site and App
> JFFREEZE HISTORY {site retains for their records}

Locate the FIRST JOURNAL FILE DISK VOLUME.

CAUTION
It is of utmost importance to start with the first journal file volume
(containing the first journal files created since the data freeze).

3 App List the JF disk volume as follows.

> DSKUT;LISTVOL < JF_disk > ALL
where <JF_disk> refers to the disk volume(s) containing journal files
identified above in step 2. Be extra sure to list all the volumes with JF.

4 Locate a scratch DISK volume for the journal file dump (or else have site
install a scratch tape with a write enable ring, and MOUNT FORMAT).

-continued-
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Procedure 2
Journal file dump with JFFREEZE  (continued)

5.1 Only if coming from BCS33 and higher and going to BCS35 and higher,
enter the following command.
(for example, BCS 33-35, 33-36, 34-35, or 34-36)
> JFDUMPF < disk > < from_BCS > < from_BCS >
where <disk> refers to the disk volume (or tape) from step 4.
5.2 Otherwise, for any other BCS enter the following commands.
> RFMT SET < from_BCS>< to_BCS>
> JFDUMPF < disk > < from_BCS>< to BCS>
where <disk> refers to the disk volume (or tape) from step 4.
6 Verify that all journal files listed in step 3 are dumped, and retain the output
filenames for Matebind journal files procedure (to follow).
7 > LISTSF ALL

Verify that DMOLIST was output from step 5, and retain the list for Matebind
journal files procedure (to follow).
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Procedure 3
Manual journal file dump

If from_BCS 27 and lower, or if JFFREEZE was not used, perform this
procedure. Otherwise, perform thie dump with JFFREEZRrocedure
(precedes this procedure).

1 App/ACT If currently on BCS33 and lower, enter:
> QUERY JFDUMP

If the module is already loaded (module information is output) go to step 2
below.

If the module is not loaded ("QUERY--module 'JFDUMP' is not loaded" is
output) load the module as follows.

a.

d.

Have site install the appropriate BCSTOOLS tape on a tape drive. Ask
for the tape via the identification label (see "Administrative" block on
the Pre-application report.)

> TLIST(MOUNT < x> {BCSTOOLS tape}
> LOAD JFDUMP PRPTCHEC
> DEMOUNT T<x>

2 Site and App Locate the FIRST JOURNAL FILE TAPE or JF DISK
VOLUME.

It is of utmost importance to start with the first journal file volume
(containing the first journal files created since the data freeze).

CAUTION

App If journal files are on TAPE, list the JF tape as follows.

Put up the tape without a write enable ring.

> MOUNT <x> {journal file tape}
>LIST T< x> {retain file names}
App If journal files are on DISK, list the JF disk volume as follows.

> DSKUT;LISTVOL < JF_disk > ALL
where <JF_disk> refers to the disk volume(s) containing journal files.
Be extra sure to list all the volumes with JF.

3 Locate a scratch DISK volume for the journal file dump (or else have site
install a scratch tape with a write enable ring, and MOUNT FORMAT).

-continued-
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Procedure 3
Manual journal file dump  (continued)

4.1

4.2

Only if coming from BCS33 and higher and going to BCS35 and higher,
enter the following command.

(for example, BCS 33-35, 33-36, 34-35, or 34-36)

Note: In the following step the applicator may utilize a file to dump multiple
journal files.

> JFDUMP <jfin > < jfout > < device >< from_BCS> < from_BCS >
where <jfin> refers to the journal file name. For <jfout> use JFA' thru 'JFZ',
then use 'JFAA' thru 'JFZZ' (except Canada) -or use 'JF$100 thru JF$999’
(Canada only). <device> refers to the recording device on which to dump
Journal file (disk, tape, or SFDEV).

As an example: 'JFDUMP U880405000090JF JFA DOOOSCRATCH 33 33'
dumps file U880405000090JF to file JFA onto disk DOOOSCRATCH
formatting from BCS33 to BCS35 and higher.

Retain the output filenames for Matebind journal files procedure (to follow).

Otherwise, for any other BCS enter the following commands.
(for example, BCS 32-35, 33-33, 33-34, or 34-34)
> RFMT SET < from_BCS> < to_BCS>

Note: In the following step the applicator may utilize a file to dump multiple
journal files.

> JFDUMP <jfin > < jfout > < device >< from_BCS><to_BCS>
where <jfin> refers to the journal file name. For <jfout> use JFA' thru 'JFZ',
then use 'JFAA' thru 'JFZZ' (except Canada) -or use 'JF$100 thru JF$999'
(Canada only). <device> refers to the recording device on which to dump
Journal file (disk, tape, or SFDEV).

As an example: 'JFDUMP U880405000090JF JFA DOOOSCRATCH 29 32
dumps file U880405000090JF to file JFA onto disk DOOOSCRATCH
formatting from BCS29 to BCS32.

Retain the output filenames for Matebind journal files procedure (to follow).

Repeat step 4 for each journal file listed from step 2 above.

CAUTION
Review the time stamps of the reformatted JF to confirm
the entire data freeze period is accounted for.
-JF active during the entire data freeze with no significant interval
without journal file

-continued-
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Procedure 3
Manual journal file dump  (continued)

6 > DEMOUNT T<x> {only if JF was recorded on tape}

7 Site If journal file was recorded on tape, remove the previous journal file
tape and replace the write enable ring. Install the next tape without a write
enable ring.

CAUTION
Install each journal file tape in the order they were created.

8 Site and App For each journal file tape, MOUNT and LIST the tape and
repeat steps 4 through 7 above.
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Procedure 4
Matebind journal files

1 App/ACT Matebind the reformatted journal files.

a.

ACT List the device used for the journal file dump from the jf dump
steps (previous procedure).

> MATEIO

> MATEBIND < jffile > < jffile >
where <jfffile> refers to all reformatted JF filenames created in the JF
dump steps.

Repeat MATEBIND for each filename created in the JF dump steps.
> MATEBIND DMOLIST DMOLIST

Note: The site is responsible to input all DMOs from the DMOLIST.
(These are DMOs which were input since datafreeze was suspended.)

INACT
Mate> MATEIO
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Procedure 5
Restore journal files

1

App Restore the journal files to the inactive side. If to_BCS 30 and higher
perform substep a below. If to BCS 29 and lower perform substep b.

Note: In the following steps, <jffile> refers to all the reformatted JF filenames
created previously in the journal file dump procedure.

CAUTION

Restore all journal files in the same order they were created.

For to_BCS 30 and higher enter:

ACT
> TRACECI DEVICE < device_name >
where <device _name> is the name of the device labeled INACT.

Note: This command allows you to monitor the results of the RESTAB
command on the INACT terminal.

INACT
Mate> RESTAB < fffile > < from_BCS >
Correct all errors which may occur.

Repeat RESTAB for each filename created in the journal file dump.
For to BCS 29 and lower enter:

INACT
Mate> DMOPRO <jffile >
Correct all errors which may occur.

Repeat DMOPRO for each filename created in the journal file dump.
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PRESWACT procedure

This section details steps required to prepare for the CC activity switch to the
new software load.

Procedure 1
BULLETINS before PRESWACT

1 App Verify and perform all software delivery bulletins and workarounds that
are required prior to beginning PRESWACT.
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Procedure 2
Unload module JCTRSTAT

If this is an ENET office, perform this procedure. Note carefully the from
and to BCS qualifiers.

1 App/ACT If an ENET office is going from BCS31 to BCS34RTS, the module
JCTRSTAT will have to be unloaded on the ACTIVE side of the switch
before starting PRESWACT.

> UNLOAD JCTRSTAT
System response: The module will be unloaded from the switch.

Note: This is necessary due to a change in the software packaging of INET
and ENET code which occurred between BCS34RTM and BCS34RTS.
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Procedure 3
Start PRESWACT

1

App/ACT Perform PRESWACT of BCSUPDATE.

Note: Please logout all users on the inactive side while PRESWACT is
running.

> BCSUPDATE
> PRESWACT

Read the following notes, and continue the procedure while PRESWACT is
running.

Note 1: PRESWACT runs all steps required before the CC switch of activity
and flags them as completed when they pass. If any error occurs,
PRESWACT will stop and give instructions. If this is the case, follow
PRESWACT instructions to correct the problem (contact the site supervisor if
necessary).

As an example:

TABLE_DELTA executing
Table AMAOPTS *** Checksum incorrect, keys incorrect

TABLE_DELTA not complete

ACT - Error: Inactive table data did not match.
Correct error condition. Enter Preswact to continue
For any table in error, investigate the problem by entering:

> DELTA <table> NOFILE {compares new/old tuples}

or > DELTA <table> SUB <subtable> NOFILE
To continue, run PRESWACT again by entering:

> PRESWACT

Note 2: A hardware conversion (such as LTC/LTCI) scheduled concurrently
with the BCS upgrade will require certain table changes, additions or
deletions. PRESWACT step TABLE_DELTA will detect a mismatch between
the old and new data, and will stop, indicating an error. If this is the case,
confirm the table differences are due to the conversion, resolve any
differences, and run PRESWACT again (type >PRESWACT) to continue.

-continued-
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Procedure 3
Start PRESWACT (continued)

Note 3: PRESWACT step TABLE_DELTA may also display an informative
message without stopping. When this occurs, it is not considered an error;
rather, it is an indication that something is different in the old and new BCS
loads. Note the information displayed, and at a convenient stopping point,

compare the old and new loads to understand and validate the differences.

As an example:
TABLE_DELTA executing

Table ATTCONS Checksum incorrect, keys match

TABLE_DELTA complete
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Procedure 4
Override module JCTRSTAT

PRESWACT may STOP with the message "Failed SWACT_MODULE
_CHECK." If you see this message and it is indicating that JCTRSTAT is
the only module missing on the inactive side and if this is an ENET office,
perform this procedure. If any other module is reported to be missing from
the inactive side please investigate before taking any action. Note carefully
the from and to BCS qualifiers.

1 App/ACT If an ENET office is going from BCS32 thru 34RTM to BCS34RTS
or higher, PRESWACT step SWACT_MODULE_CHECK will have to be
overridden as follows.

> BCSUPDATE;SWACTCI;MODCHECK OVERRIDE {for BCS33 and higher}

> BCSUPDATE;SWCT;MODCHECK OVERRIDE {for BCS32}
System response: The user will be prompted to override module JCTRSTAT.

Note: This is necessary due to a change in the software packaging of INET
and ENET code which occurred between BCS34RTM and BCS34RTS.
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Procedure 5
PRESWACT DIRP and billing

Site and software delivery engineer should work together to prepare both
PRIMARY and PARALLEL DIRP billing subsystems for the CC switch of
activity (SWACT). This procedure gives the steps to accomplish this
preparation.

Note: Site can begin doing this procedure while the Applicator continues
with other PRESWACT procedures.

1.0 Disk drive parallel DIRP coming from BCS31 and lower

a. Site/ACT In table DIRPSSYS determine which disks are being used for
parallel DIRP recording.

The result of PRESWACT step CHECK_DIRP_PARVOLS displays the
parallel DIRP devices in table DIRPSSYS or DIRPPOOL.

b. For a parallel volume that is on DISK, from the DIRP level CLOSE the
parallel file and DMNT the volume. Then remove the volume from table
DIRPSSYS by replacing the volume name with nil volume ($).

C. Copy the parallel files to tape to prevent loss of parallel data if that is
Telco policy.

d. Erase all closed parallel DIRP files from the disk:

> CLEANUP FILE < parallel_filename >
where <parallel_filename> is each file to be erased.

e. Reformat the parallel disk volume:

> DIRPPFMT < parallel_volume >
where <parallel_volume> is the original volume name.

f. If to_BCS 32 and higher, rename the first file on the reformatted
parallel volume (created by the "dirppfmt" command). Using the
"renamefl" command, change the file name from "DIRPPARALLEL" to
"B0O00000000000" (12 zeros).

g. Site and App/INACT If from_BCS 31, ensure that parallel disk volumes
are in table DIRPPOOL on the inactive side. This allows the disk to be
recovered by DIRP after SWACT. If necessary manually datafill the
volume names in DIRPPOOL on the inactive side before SWACT.

-continued-
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Procedure 5
PRESWACT DIRP and billing (continued)

1.1 Disk drive parallel DIRP coming from BCS32 and higher

Note: If from_BCS 32 and higher, Site no longer has to take down parallel
billing if on disk.

Site and App/INACT Ensure that parallel disk volumes are in table
DIRPPOOL on the inactive side. This allows the disk to be recovered by
DIRP after SWACT. If necessary manually datafill the volume names in
DIRPPOOL on the inactive side before SWACT.

If from_BCS 34 and higher, PRESWACT step DIRPPOOL_CHECK displays
the datafill for table DIRPPOOL on the inactive side.

If from_BCS 33 and lower, PRESWACT step CHECK_DIRP_PARVOLS
displays the parallel DIRP devices in table DIRPSSYS or DIRPPOOL.

DIRP will recover parallel recording to disk on the newly-active side after
SWACT.

CAUTION

Recently recorded parallel data may be overwritten.
Site should copy the parallel files to tape to prevent loss of parallel
data if that is Telco policy.
- If a single parallel volume is in use, information on the volume w
be lost over SWACT.
- If more than one parallel volume is allocated to DIRP, DIRP will
start recording after SWACT on the volume with the oldest time
stamp. Hence information on that volume will be lost over SWACT

2

Disk drive PRIMARY billing

a. Site/ACT If on disk (DDU), from the DIRP level ROTATE any active
billing subsystem (such as AMA SMDR OCC CDR).

b. If required by Telco policy copy unprocessed DIRP files to back-up
tape (using DIRPAUTO or DIRPCOPY commands).

C. Verify that table DIRPHOLD contains no unprocessed billing files (if
DIRPAUTO was used above).

-continued-
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Procedure 5
PRESWACT DIRP and billing (continued)

d.  Site and App/INACT If from_BCS 32 and higher, ensure that regular
disk volumes are in table DIRPPOOL on the inactive side. This allows
the disk to be recovered by DIRP after SWACT. If necessary manually
datafill the volume names in DIRPPOOL on the inactive side before
SWACT.

If from_BCS 34 and higher, PRESWACT step DIRPPOOL_CHECK
displays the datafill for table DIRPPOOL on the inactive side.
3 Tape drive PRIMARY billing

a. Site/ACT If on tape (MTD), from the DIRP level ROTATE any active
billing subsystem (such as AMA SMDR OCC CDR), CLOSE the
standby file, and DMNT the standby volume.

Example:

> ROTATE AMA

> CLOSE AMA STDBY 1

>DMNT AMA T1 {standby volume}

b. Remove the demounted standby tape from the tape drive, and put up a
new tape to be used as the next DIRP volume.

C. Prepare a new standby volume as follows.
> MOUNT <x> FORMAT <volume_id >
where <x> is the standby device nhumber, and <volume_id> is the
name of the standby volume.

If prompted enter the first filename, or if system response is:
"request aborted. Tape not expired (use ERASTAPE)"

then select an unused or expired tape for formatting.

> DEMOUNT T<x>

Leave the standby volume at load point and ON LINE. Immediately
following SWACT, it will become the ACTIVE volume of the
appropriate subsystem.

d. Site and App/INACT If from_BCS 32 and higher, ensure that regular

tape volumes are in table DIRPPOOL on the inactive side. This allows
the tape to be recovered by DIRP after SWACT. If necessary manually
datafill the volume names in DIRPPOOL on the inactive side before
SWACT.

If from_BCS 34 and higher, PRESWACT step DIRPPOOL_CHECK
displays the datafill for table DIRPPOOL on the inactive side.

-continued-
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Procedure 5
PRESWACT DIRP and billing (continued)

4.0 DPP/BMC PRIMARY billing coming from BCS31 and lower

a.

Site/ACT If on DPP or BMC, from the DIRP level ROTATE any active
billing subsystem (such as AMA SMDR OCC CDR), CLOSE the
standby file, and DMNT the standby volume.

Note: DIRP sees DPP/BMC as a tape drive port.

Perform this step to close the last file on the DPP and open a new one.
Telco may POLL the DPP if desired when this is complete.

> MAPCI;MTC;I0D;DPP AMA;IDXMAINT CREATE FILE AMA
This re-establishes the block header on the DPP.

Display current DPP settings to hardcopy (retain for POSTSWACT).
Prepare a new standby volume as follows.

> MOUNT <x> FORMAT <volume_id >
where <x> is the standby device number, and <volume_id> is the
name of the standby volume.

If prompted enter the first filename, or if system response is:
"request aborted. Tape not expired (use ERASTAPE)" then enter:

> ERASTAPE <x>
where <x> is the standby device number.

Note: On a DPP/BMC it is safe to use the ERASTAPE command,
since this does NOT actually erase any billing files. The command will
not affect the collected data; it only resets DMS indicators.

System response is:
**WARNING, THIS TAPE WILL BE ERASED***

If a mistake is made, a real tape could be erased.

At this point again confirm the device is a port to a DPP or BMC,

CAUTION

and NOT an unexpired billing tape.

Enter YES to confirm the command.
> DEMOUNT T<x>

If ERASTAPE command was used, repeat this substep (d) to rename

the volume.

Leave the standby volume demounted. Immediately following SWACT,

it will become the ACTIVE volume of the appropriate subsystem.
-continued-
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Procedure 5
PRESWACT DIRP and billing (continued)

e. Site and App/INACT If from_BCS 31, ensure that regular DPP/BMC
volumes are in table DIRPPOOL on the inactive side. If necessary
manually datafill the volume names in DIRPPOOL on the inactive side
before SWACT.

Mate> TABLE DIRPPOOL;POS < pool_# >
where <pool_#> is the number for DPP AMA pool.

If going to BCS32 and higher CHANGE field DEVTYPE in table
DIRPPOOL to DPP (not TAPE).

CAUTION
Starting in BCS32 in a pool of DPP or BMC volumes,
field DEVTYPE in table DIRPPOOL should be DPP (not TAPE).
Otherwise, if datafilled as TAPE you will have to recover the volum
manually after SWACT.

f. Site and App/ACT If SMDR recording is on BMC (datafilled as TAPE in
table DIRPSSYS/DIRPPOOL) and NO standby volume is available for
BMC, then mount a temporary STDBY volume. In table
DIRPSSYS/DIRPPOOL add the TAPE device as a standby BMC. Also
add the device in DIRP_REC (see the following substep). Leave the
STDBY TAPE demounted. DO NOT ROTATE the BMC. This volume
will be used to rotate the BMC port OUT and back IN during
POSTSWACT.

Note: Some SMDR recording applications on BMC collect SMDR
records based on customer group ID only, and it is necessary to rotate
the BMC tape port IN during POSTSWACT to ensure that any changes
to the customer group IDs are passed to the BMC upon rotate (to
ensure the RECORD HEADER is correct).

g.  Site and App/INACT Verify the DIRP_REC file on the inactive side is
correct for the SWACT to the new BCS load.

Mate> LISTSF ALL

Mate> PRINT DIRP_REC

If necessary, edit DIRP_REC to make corrections.
-continued-
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Procedure 5
PRESWACT DIRP and billing (continued)

If going to BCS32 and higher, delete the DPP tuple in the DIRP_REC
file as follows. (This prevents incorrect data from being added to table
DIRPPOOL as part of the POSTSWACT procedures.)

Mate> EDIT DIRP_REC

Mate> DOWN '<  poolname > {name of the pool using the DPP}
Mate> DELETE

Mate> ERASESF DIRP_REC

Mate> FILE SFDEV DIRP_REC

4.1 DPP/BMC PRIMARY billing coming from BCS32 and higher

a.

Site/ACT Perform this step to close the last file on the DPP and open a
new one. Telco may POLL the DPP if desired when this is complete.

> MAPCI;MTC;IOD;DPP AMA;IDXMAINT CREATE FILE AMA
This re-establishes the block header on the DPP.

Site and App/ACT If SMDR recording is on BMC (datafilled as TAPE in
table DIRPPOOL) and NO standby volume is available for BMC, then
mount a temporary STDBY TAPE volume. In table DIRPPOOL add the
TAPE device as a standby BMC. Also add the device on the inactive
side (see the following substep). Leave the STDBY TAPE demounted.
DO NOT ROTATE the BMC. This volume will be used to rotate the
BMC port OUT and back IN during POSTSWACT.

Note: Some SMDR recording applications on BMC collect SMDR
records based on customer group ID only, and it is necessary to rotate
the BMC tape port IN during POSTSWACT to ensure that any changes
to the customer group IDs are passed to the BMC upon rotate (to
ensure the RECORD HEADER is correct).

Site and App/INACT Ensure that regular DPP/BMC volumes are in
table DIRPPOOL on the inactive side. If necessary manually datafill
the volume names in DIRPPOOL on the inactive side before SWACT.

Mate> TABLE DIRPPOOL;POS < pool_# >
where <pool_#> is the number for DPP AMA pool.
-continued-
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Procedure 5
PRESWACT DIRP and billing (continued)

Verify field DEVTYPE in table DIRPPOOL is DPP (not TAPE).

CAUTION
Starting in BCS32 in a pool of DPP or BMC volumes,
field DEVTYPE in table DIRPPOOL should be DPP (not TAPE).
Otherwise, if datafilled as TAPE you will have to recover the volum
manually after SWACT.

If from_BCS 34 and higher, PRESWACT step DIRPPOOL_CHECK
displays the datafill for table DIRPPOOL on the inactive side.

5.0 Tape drive parallel DIRP coming from BCS33 and lower

a. Site/ACT In table DIRPSSYS or DIRPPOOL determine which MTDs
are being used for parallel DIRP recording.

The result of PRESWACT step CHECK_DIRP_PARVOLS displays the
parallel DIRP devices in table DIRPSSYS or DIRPPOOL.

Note: TAPEX cannot be used for parallel recording.

b. For a parallel volume that is on TAPE, CLOSE the parallel file and
DMNT the volume from the DIRP level. Remove the volume from table
DIRPSSYS or DIRPPOOL by replacing the volume name with nil
volume ($). Physically remove the tape from the drive.

C. Replace these tapes with freshly formatted, empty tapes.

Note: This substep can also be done after the CC switch of activity
(during POSTSWACT) if the tape drive is needed for other purposes.

Prepare each new parallel volume as follows.

> MOUNT <x> FORMAT <volume_id >
where <x> is the parallel device number, and <volume_id> is the name
of the parallel volume.

> DEMOUNT T<x>

Leave the tape at load point and ON LINE so it can be activated as the
new PARALLEL device after SWACT.

-continued-
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Procedure 5
PRESWACT DIRP and billing (continued)

51

Tape drive parallel DIRP coming from BCS34 and higher

Note: This step can be used to automatically recover parallel volumes after
the SWACT. Alternatively, you can do the previous step if you wish to wait
until after the SWACT to format the new parallel volumes.

a.

Site/ACT In table DIRPPOOL determine which MTDs are being used
for parallel DIRP recording. PRESWACT step DIRPPOOL_CHECK
displays the datafill for table DIRPPOOL on the inactive side.

For a parallel volume that is on TAPE, demount all EXCEPT the
current parallel volume from table DIRPPOOL by replacing the volume
name in DIRPPOOL with nil volume ($). Then physically remove the
tape from the drive.

Replace these tapes with freshly formatted, empty tapes.
Prepare each new parallel volume as follows.

> MOUNT <x> FORMAT <volume_id >
where <x> is the parallel device number, and <volume_id> is the name
of the parallel volume.

> DEMOUNT T<x>

Leave the tape at load point and ON LINE so it can be activated as the
new PARALLEL device after SWACT.

Site and App/INACT Ensure that parallel tape volumes are in table
DIRPPOOL on the inactive side. This allows the tape to be recovered
by DIRP after SWACT. If necessary manually datafill the volume
names in DIRPPOOL on the inactive side before SWACT.

PRESWACT step DIRPPOOL_CHECK displays the datafill for table
DIRPPOOL on the inactive side.

- If a single parallel volume is used for recording, the volume will be
dropped over SWACT.

- If multiple tape volumes are in use for parallel recording, the volume
in use before the SWACT will be dropped from DIRP and a freshly-
formatted, empty volume will be used for recording.

6.0

DPP/BMC parallel DIRP coming from BCS33 and lower

In BCS32 or BCS33 DIRP no longer supports parallel AMA recording on
a DPP or BMC volume, UNLESS device type TAPE is used in table
DIRPPOOL (in which case you must manually recover the DPP after
SWACT).

a.

Site/ACT In table DIRPSSYS or DIRPPOOL identify which
DPP/BMC(s) is being used for parallel DIRP recording.

-continued-
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Procedure 5
PRESWACT DIRP and billing (continued)

The result of PRESWACT step CHECK_DIRP_PARVOLS displays the
parallel DIRP devices in table DIRPSSYS or DIRPPOOL.

Perform this step to close the last file on the DPP and open a new one.
Telco may POLL the DPP if desired when this is complete.

> MAPCI;MTC;I0OD;DPP AMA;IDXMAINT CREATE FILE AMA
This re-establishes the block header on the DPP.

Display current DPP settings to hardcopy (retain for POSTSWACT).

For a parallel volume that is on DPP or BMC, from the DIRP level
CLOSE the parallel file and DMNT the volume. Then remove the
volume from table DIRPSSYS or DIRPPOOL by replacing the volume
name with nil volume ($).

Prepare each new parallel volume as follows.

> MOUNT <x> FORMAT <volume_id >
where <x> is the parallel device number, and <volume_id> is the name
of the parallel volume.

If prompted enter the first filename, or if system response is:
"request aborted. Tape not expired (use ERASTAPE)" then enter:

> ERASTAPE <x>
where <x> is the parallel device number.

Note: On a DPP/BMC it is safe to use the ERASTAPE command,
since this does NOT actually erase any billing files. The command will
not affect data collected by the DPP/BMC. It only resets DMS
indicators.

System response is:
**WARNING, THIS TAPE WILL BE ERASED***

CAUTION

At this point again confirm the device is a port to a DPP or BMC,

and NOT an unexpired billing tape.

If a mistake is made, a real tape could be erased.

Enter YES to confirm the command.
> DEMOUNT T<x>

If ERASTAPE command was used, repeat this substep (e) to rename
the volume.

Leave the billing volume in this state so it can be activated as the new
PARALLEL volume following SWACT.

-continued-
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Procedure 5
PRESWACT DIRP and billing (continued)

f. Site and App/INACT If to_ BCS 32 and higher, ensure that parallel
DPP/BMC volumes are in table DIRPPOOL on the inactive side. This
allows the DPP/BMC to be recovered by DIRP after SWACT. If
necessary manually datafill the volume names in DIRPPOOL on the
inactive side before SWACT.

g. Site and App/INACT If to_BCS 32 and higher, for the parallel DPP tuple
in table DIRPPOOL change field DEVTYPE to TAPE (not DPP).

h.  Site and App/INACT Verify the DIRP_REC file on the inactive side is
correct for the SWACT to the new BCS load.

Mate> LISTSF ALL

Mate> PRINT DIRP_REC
If necessary, edit DIRP_REC to make corrections.

If going to BCS32 and higher, delete the DPP tuple in the DIRP_REC
file as follows. (This prevents incorrect data from being added to table
DIRPPOOL as part of the POSTSWACT procedures.)

Mate> EDIT DIRP_REC

Mate> DOWN '<  poolname > {name of the pool using the DPP}
Mate> DELETE

Mate> ERASESF DIRP_REC

Mate> FILE SFDEV DIRP_REC

6.1 DPP/BMC parallel DIRP coming from BCS34 and higher

In BCS34 and higher DIRP no longer supports parallel AMA recording on a
DPP or BMC volume. Table control prohibits the filling of devtype DPP in a
parallel pool.
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Procedure 6
Data extension

1 App/INACT For a DATA EXTENSION only-Once PRESWACT step
MATE_RESTART_RELOAD (or step MATE_RESTART prior to BCS35) has
completed, perform the following workaround. This allows the new trunks to
remain in the INB state after SWACT.

a. Log into the inactive side.
b.  Mate> LISTSF ALL

Note: The file 'NEWTRKS' should be in storefile. This file is created by
Loadbuild to identify all the trunks added for the Data Extension.

Mate> MAPCI NODISP;MTC;TRKS;TTP

Mate> COMMAND PTBI (POST T @1 @2;FRLS;BSY INB)
Mate> READ NEWTRKS

Mate> QUIT ALL

~ o o o
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Procedure 7

MS_CHECK failure

PRESWACT may STOP with the message "Failed MS_CHECK for inactive
CM load."Only when you see this messdgad the MS corresponding to

the inactive CPU using this procedure. PRESWACT will stop at this point if
the MS load version does not match the BCS level of the inactive CM.

Note: The MS_CHECK is a check against thactiveCM and the MSs.

Its purpose is to ensure the BCS version for each MS will be matched
with the new BCS.

1 App/INACT Logout on the inactive side (if logged in).

2 ACT Type:
> MATELINK BSY

3 > DISKUT

> LF SO0D< volume > {or SO1D <volume>}
where <volume> is the SLM disk volume with the _MS load file.

4 At the MS level of the MAP, note which MS corresponds to the inactive CPU.
Both MSs should be inservice.

> MAPCI;MTC;MS

5 Make the MS CLOCK corresponding to the inactive CM the SLAVE clock. If
necessary, switch MS clock mastership with:

> SWMAST {only if needed to switch clocks}

6 If you switched mastership, wait 5 minutes to ensure the clocks are stable
and to allow a hardware audit to run.

7 At the MS level of the MAP, busy the MS that corresponds to the inactive
CM (and with the slave clock).

> BSY <MS#>

8 > LOADMS <MS#> <filename >
where <filename> is the name of the _MS load file listed above in step 3.

>YES {for confirmation}

-continued-
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Procedure 7
MS_CHECK failure (continued)

9 > TST <MS#> VIAMATE

Ensure the test passes with no faults. Determine the cause for any failure, fix

the fault, and repeat the test.

if the test fails repeatedly.

CAUTION

Do not proceed unless NO faults are reported.
Replace cards if necessary and repeat the test. Contact site super

visor

10  Monitor MS logs for 5 minutes to ensure stability.

11  Continue PRESWACT.
> QUIT MAPCI
> PRESWACT

{still in BCSUPDATE}
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Procedure 8
STATUSCHECK if MS loaded in PRESWACT

1

App/ACT After PRESWACT is completed and only if one MS was loaded
during PRESWACT (BCS33 and lower), run a STATUSCHECK (to enable
the matelink).

Note: STATUSCHECK may cause a restart on the inactive side (watch the
inactive RTIF). If the inactive side does restart, it should initialize and come
back to a flashing Al.

a. > BCSUPDATE;SWACTCI;STATUSCHECK  {for BCS33 and higher}
> BCSUPDATE;SWCT,;STATUSCHECK {for BCS31 or BCS32}
> SWCT,;STATUSCHECK {for BCS30 and lower}

b. Ensure the STATUSCHECK passes (with both sides matching).
If STATUSCHECK fails, investigate and correct any mismatches and
any devices not okay or offline. Once all problems have been
corrected, rerun STATUSCHECK and ensure it passes.
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Procedure 9
Login inactive

1 App/INACT Verify a flashing A1 on the inactive processor.

2 Login on the mate side as follows.
a. ACT
> MATEIO

> MATELOG <device >
where <device> is the name of the terminal labeled INACT.

b. INACT

Enter username and password {mate-side response}
Mate> OPERATOR OPERATOR

or Enter username
Mate> OPERATOR

Enter password
Mate> OPERATOR
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Procedure 10
Logout DNC

1 Site and App/ACT If DNC is in use (feature package NTX560), have Telco
confirm that all DNC end users have been contacted and are logged out.
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Procedure 11
Table CRSFMT alarm

1 App/ACT In table CRSFMT, field ALARM, if any entry is set to 'Y', then the
device must also be allocated in table DIRPPOOL. Otherwise, set it to 'N'.

Note: If a volume is allocated in DIRPPOOL it is being used.
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SWACT and POSTSWACT procedure

This section details steps required to perform a CC switch of activity
(SWACT), test the new load, and complete the software delivery process.

Procedure 1
BULLETINS before SWACT

1 App Verify and perform all software delivery bulletins and workarounds that
are required prior to beginning the SWACT.
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Procedure 2
Before SWACT

1

Site Do not proceed until both the Telco and NT on-line support agree.

Site Contact high profile customers and customers with essential services
(that is, police and emergency bureaus, hospitals, and radio stations) to
verify they are not in emergency call processing mode.

Site  Ensure no further activity is performed on the DPP, including DPP
polling or disk backup. Inform the downstream processing center.

Site Disable all polling and periodic testing. There is to be no activity on the
SuperNode CM, MS, and CLOCK or NT40 CC and CMC until cleared by the
software delivery engineer. Failure to comply may result in a system restart.

Site Dump the SPMS register information to a printer (or other device)
according to Telco practice.

Site Disconnect any ISDN Digital Test Access (DTA) monitors. (Reference
NTP 297-2421-300.)

CAUTION

If DTA monitor is left connected over the SWACT, it will not be possible

to reconnect it without first reloading the PM from CC data.

a. Enter the LTPDATA level of MAP.
Query all DTA monitors on the switch by issuing the command,
> EQUIP DTA QUERY ALL

C. If the DMS responds with "No DTA equipment reserved on switch"
then no further action is needed.

d. Make note of any connected monitors by looking at the CONNECT
field of the query display.

Use the POST command to post each monitored LEN, and then issue
the command,

> CONNECT <N> RLS
where <N> is the integer number of the monitor from the first column of
the query display.

Do this for each connected monitor. Repeat substep b as necessary to
review DTA status.
-continued-
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Procedure 2
Before SWACT (continued)

e. Reset all monitor LENs and DSO channels by issuing the command,

> EQUIP DTA RESET <N>
where <N> is the integer number of the monitor from the first column of
the query display.

Do this until no equipment is left "Equipped.” Repeat substep b as
necessary to review DTA status.

7 Site If BCS35, ensure Bit Error Rate Tester (BERT) is not running. BERT is
a manual action used to test the quality of a CCS7 link.

CAUTION
In BCS35 BERT should not be left running during the CC SWACT.
Otherwise, the link will hang up over the SWACT.
If BERT is left running over the SWACT, you will have to go into th
PM level, post the offending LIU7/MSB7, and BSY and RTS it.

D

a. To determine if BERT is on: Go into C7LKSET level and post each
linkset in turn. The link state should not indicate 'BERT".

b. To turn off BERT, go into the C7LKSET level and post the linkset. Go
into C7BERT level and type STOP <linkno>.
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Procedure 3
Restore special logs

Special logs (suppressed logs or logs with a threshold) are set up in
LOGUTIL on a per-site basis. These do not get restored to the new load.
This procedure manually restores any special logs on the new load.

Note: A restart reload on the mate side will cause supp/thresh settings to
be lost. If a mate restart occurs before the switch of activity, verify the
settings are present and, if not, repeat this procedure.

1 App/ACT List all special logs on the active side.

> LOGUTIL
> LISTREPS SPECIAL

Example output:

LINE 138 7 INFO TRMT *thresh= 25*
PM 189 5 INFO PM SW Information... *supp*

2 App/INACT Restore special logs on the mate side.

Mate> LOGUTIL
Mate> LISTREPS SPECIAL

Commands to restore above example:

Mate> THRESHOLD 25 LINE 138
Mate> SUPPRESS PM 189

3 App/INACT Verify the correct logs are set up and match the active load.

Mate> LOGUTIL
Mate> LISTREPS SPECIAL

NTP 297-1001-303 Release 04.01 September 1994



Hybrid SNODE MOP 4-99

Procedure 4

Start logs

1

App/ACT Set up LOGS for the SWACT.

Note: The purpose of this step is to turn on logs at the terminal designated
as the "ACT" device. Normally, logs will have been routed also to a printer at
the start of the session.

a.
b.

> LOGUTIL;STOP

> DELDEVICE < device >
where <device> is where logs are to be routed.

> ADDREP <device >SWCT {also add SWNR if on BCS30 and lower}

> START
This starts logs on "this" device. If a different terminal device was
selected above, then use >STARTDEV <device>.

> LEAVE
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Procedure 5
Release JAM SNODE

UNJAM the processors in preparation for the CC switch of activity
(SWACT).

1 Site and App/INACT Verify the inactive side is flashing Al.

2 Site/INACT From the inactive RTIF enter:
RTIF>\RELEASE JAM
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Procedure 6
Perform TST <MS#> VIAMATE

CAUTION

This procedure, if applicable, must be completed successfully
within 15 minutes of the SWACT.
Failure to execute a fault-free TST <MS#> VIAMATE may result in
PM clocking faults after the SWACT and possibly eventual failure of
PMs (i.e., SYSB PMs).

Note: When the RESTARTSWACT or RESTARTSWCT command
is entered, if more than 15 minutes has passed since completing TIST
<MS#> VIAMATE you will be instructed to repeat the TST <MS#>
VIAMATE command.

1 App/ACT QUERYMS to verify the Message Switch loads. Complete this
step only if either MS load version does not match the BCS level of the
inactive CM .

> MAPCI;,MTC;MS

> QUERYMS
If MS loads are not identical, ensure the MS with the incompatible load is
ManB, then continue.

> MATELINK BSY  {if not done, mate side will restart when matelink RTS'd}

> TST <MS#> VIAMATE {on the ManB MS}
Wait for the test to pass before continuing. Ensure the test passes with no
faults. Determine the cause for any failure, fix the fault, and repeat the test.

CAUTION
Do not proceed unless NO faults are reported.
Replace cards if necessary and repeat the test. Contact site supervisor
if the test fails repeatedly.
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Procedure 7
Establish mate communication SNODE

1 App/ACT Establish communication with the mate (inactive ) side.

Note: STATUSCHECK may cause a restart on the inactive side (watch the
inactive RTIF). If the inactive side does restart, it should initialize and come
back to a flashing Al.

a. > BCSUPDATE;SWACTCI;STATUSCHECK  {for BCS33 and higher}
> BCSUPDATE;SWCT,;STATUSCHECK {for BCS31 or BCS32}
> SWCT,;STATUSCHECK {for BCS30 and lower}

b. Ensure the STATUSCHECK passes (with both sides matching).
If STATUSCHECK fails, investigate and correct any mismatches and
any devices not okay or offline. Once all problems have been
corrected, rerun STATUSCHECK and ensure it passes.
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Procedure 8
SWACT

Refer to "CC Warm SWACT Summary" Appendix Aor a description of
the CC warm SWACT process. Also refejopendix Bfor a procedure for
testing call survivability over a CC warm SWACT andMgpendix Cfor
sample test call scripts.

Note: Only "simple" 2-port and echo calls that are in a stable talking

state (that is, not in a transition state such as dialing) will survive a CC
warm SWACT. Survival means that the call is kept up until the next
signaling message is received (usually, for example, a terminate

message, but on any other message as well, such as an attempt to use the
conference feature).

1 App/ACT Wait a minimum of 10 minutes after the completion (flashing A1) of
the last RESTART on the inactive side before entering the appropriate
switch of activity (SWACT) command (below).

CAUTION
FAILURE TO WAIT AT LEAST 10 MINUTES may result in the office

doing a restart reload instead of a controlled SWACT.
Remember, a STATUSCHECK or MATELINK RTS FORCE can
each cause a mate restart.

CAUTION
After a CC warm SWACT do not JAM the inactive CPU RTIF.
The system requires the JAM status to be clear on both CPUs in order
to recover successfully. Recovery is indicated with a SWCT 101 log.

2 App/ACT INTERNATIONAL offices switch CC activity (SWACT) as follows.
All others go to step 3.

Note: This step is valid if the NTX470AA (International Common Basic)
package is built into the load.

> INTLSWCT;DATE;RESTARTSWCT {only for INTL offices}

-continued-
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4

Procedure 8
SWACT (continued)

3

App/ACT All other offices switch CC activity (SWACT) with CC warm

SWACT as follows.

a.

For BCS36 and higher type:

> BCSUPDATE;SWACTCI;,QUERYSWACT
System prompt will tell you which SWACT command to use, either
NORESTARTSWACT or RESTARTSWACT:

> DATE;NORESTARTSWACT
Respond (yes/no) to system prompt using lower-case.

or else,
> DATE;RESTARTSWACT

For BCS35 and lower type:

> BCSUPDATE;SWACTCI;DATE;RESTARTSWACT {for BCS33-BCS35}
> BCSUPDATE;SWCT;DATE;RESTARTSWCT {for BCS31 or BCS32}

> SWCT;DATE;RESTARTSWCT {for BCS30 and lower}

System response varies with the BCS level, but the following prompt is
a typical example.

ACTIVE DEFAULT SETTINGS:
FORCESWACT set ON
LOADEXECS set ON
NOMATCH set OFF

Do you wish to continue?
Please confirm ("YES" or "NO"):
...Starting Warm SWACT now.

Site/ACT Monitor the SWACT, and tell the software delivery engineer when

the active processor is again flashing Al.

The POSTSWACT steps will verify that the office is functioning
normally with the new software load.

CAUTION
Work quickly to complete the procedures to follow.
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Procedure 9
Start POSTSWACT

CAUTION
After a CC warm SWACT do not JAM the inactive CPU RTIF.
The system requires the JAM status to be clear on both CPUs in order
to recover successfully. Recovery is indicated with a SWCT 101 log.

App/ACT Login, check the date and time, and start POSTSWACT.

1 Type:
<break>
2 ?LOGIN
Enter username and password {system response}

> <username> <password>

or > <username>
> <password>

3 > DATE
Verify the date and time are correct.

4 Reestablish recording onto devices (console session) as required.

5 > BCSUPDATE;POSTSWACT
POSTSWACT runs all steps required after the CC switch of activity and flags
them as complete when they pass. If any error occurs, POSTSWACT will
stop and give instructions. If this is the case, follow POSTSWACT
instructions to correct the problem, and run POSTSWACT again (type
>POSTSWACT) to continue.
If no problems are encountered, POSTSWACT stops after BEGIN_TESTING
and waits until the site verifies the sanity of the current load.
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Procedure 10
SYSBSY Message Switch

1 App/ACT If a Message Switch is SYSBSY, make it ManB.
a. > MAPCI;MTC;MS

b. > BSY <MS#> {for the sysbsy MS}
C. > QUIT MAPCI
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Procedure 11
Recover billing

Site and App/ACT POSTSWACT recovers PRIMARY (regular) billing
subsystems (such as AMA SMDR OCC CDR). Confirm that affected DIRP
subsystems were successfully activated. If billing is on tape (MTD) or
DPP/BMC, manually assign the STANDBY volumes. Then site may
manually bring up PARALLEL subsystem as required.

1 > MAPCI;MTC;IOD;DIRP
> QUERY AMA ALL {note which volume is ACTIVE}

2 If DPP or BMC, call downstream processing to POLL billing data. (Polling is
optional. It may also be done after test calls are completed.)

3 TAPEX volumes must be manually remounted using the DIRP MNT
command.

4 Assign standby billing devices for TAPE and DPP/BMC.

a. If tape (MTD), take down the STANDBY tape and put up a fresh tape
to be used as the new standby volume.

b. > MOUNT <x> FORMAT <stdby_volume >
where <x> is the standby device number, and <stdby volume> is the
name of the standby volume.

Example: MOUNT 3 FORMAT DPPAMA

C. Enter the first filename, or if system response is:
"request aborted. Tape not expired (use ERASTAPE)"
then enter:

> ERASTAPE <x>
where <x> is the standby device number.

Note: On a DPP/BMC it is safe to use the ERASTAPE command,
since this does NOT actually erase any billing files. The command will
not affect the collected data; it only resets DMS indicators.

System response is:

**WARNING, THIS TAPE WILL BE ERASED***

CAUTION
At this point again confirm the device is a port to a DPP or BMC,
and NOT an unexpired billing tape.
If a mistake is made, a real tape may be erased.

Enter YES to confirm the command.
-continued-
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Procedure 11
Recover billing  (continued)

d.

e.

> DEMOUNT T<x>

If ERASTAPE command was used, repeat substeps b and d to rename
the volume.

Repeat this entire step for each standby billing subsystem.

5 Activate standby devices.

a.

> MNT < subsystem > < x> {still in DIRP level}
Example: MNT AMA 3

Enter YES to confirm the command.
> QUERY AMA {to confirm standby volume is available}

Repeat this step for each billing subsystem.

6 If using SMDR rotate the SMDR volume from the DIRP level of the MAP.
(This will ensure the RECORD HEADER is correct.)

* |f SMDR recording is on BMC and NO standby volume is available, then
mount a temporary STDBY TAPE volume. Rotate the BMC port OUT and
back IN. Remove the tape volume after this is done.

Note: Since some SMDR recording applications on BMC collect SMDR
records based on the customer group ID only, this ensures that any changes
to the customer group IDs are passed to the BMC upon rotate (and the
RECORD HEADER is correct).

7 Bring up parallel devices (as required) using the preformatted volumes.

a.

For BCS31 and lower:

In table DIRPSSYS position on a DIRP subsystem requiring a parallel
volume. Activate the parallel volume by datafilling the volume name.
Example:

TABLE DIRPSSYS;POS AMA

CHA PARVOL T4

or CHA PARVOL D0O10PAMA

For BCS32 and higher:

In table DIRPSSYS position on a DIRP subsystem requiring a parallel
volume. Note the PARLPOOL name for the DIRP subsystem selected.
Example:

TABLE DIRPSSYS;POS AMA

In table DIRPPOOL position on the parallel pool number associated
with the PARLPOOL from table DIRPSSYS. Then activate the parallel
volume by datafilling the volume name.

-continued-
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Procedure 11
Recover billing  (continued)

Examples:

TABLE DIRPPOOL;POS 62  (pool for AMAPOOQOL)
CHA VOLUME23 T4

or CHA VOLUME23 DO10PAMA

C. Repeat substep a or b for each parallel volume to be activated.
d. > QUIT MAPCI

8 Ensure all regular and parallel devices are working for all available billing
subsystems in DIRP.

ONP/Hybrid Software Delivery Procedures



4-110 SWACT and POSTSWACT procedure

Procedure 12
Display DPP settings

App/ACT Perform this procedure only if there are problems with DPP billing.
Display current DPP settings to hardcopy and compare with the data
obtained during theRESWACT DIRP and billingrocedure.

> MAPCI NODISP;MTC;IOD;DPP AMA

> COLLPSW

Note: If different, perform steps 3 and 4; otherwise go to step 5.

> COLLPSW 1 < 4_digits > < 6_digits >

> COLLPSW 2 < 4 _digits > < 6_digits >

> AMATPSW
Note: If different, perform step 6; otherwise, go to step 7.
> AMATPSW <4 _digits > < 6_digits >

> AMAHRS

Note: If different, perform step 8; otherwise, go to step 9.

> AMAHRS <start_hour > < end_hour >

> VALPARM INVALID

Note: If different, perform step 10; otherwise, go to step 11.

10

> VALPARM INVALID < threshold >

11

> ERRMAP ACT
Note: If different, perform steps 12 and 13.

12

> ERRMAP <alarm_no ><type ><level >

13

Repeat step 12 for each alarm that is different.
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Procedure 13
INI trunks

App/ACT If on BCS31 and lower: to ensure INI trunks are returned to the
correct state after SWACT, post all INI trunks, perform a force release, and
return each to service as follows.

1 > MAPCI;MTC;TRKS;TTP

2 >POST A INI

3 > REPEAT < x> (FRLS;RTS;NEXT)
where <x> is the number of INI trunks in the posted set.

ONP/Hybrid Software Delivery Procedures



4-112 SWACT and POSTSWACT procedure

Procedure 14
Restart inactive POST SNODE

Prepare the inactive side for a revert to the old BCS load.

Note: A restart on the inactive side is done at this time in order to save time
in the event that a revert to the old load should become necessary.

1 Site/INACT From the CM MAP level, ensure the inactive processor is not
under test (ut). If it is, WAIT FOR TESTING TO COMPLETE.

2 Site/INACT From the inactive RTIF perform a restart reload on the inactive
side.

RTIF>\RESTART RELOAD
RTIF> YES {for confirmation}

3 Site/INACT Allow initialization on the inactive side. Inform the Applicator
when the inactive processor is flashing Al.

4 App/INACT Confirm that the inactive processor is flashing Al.
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Procedure 15
DRTIME statistics

1 App/ACT Get a hardcopy of DRTIME statistics (if needed).

> DRTIME PRINT

DRTIME provides statistics on the BCS application. If requested, the

information should be forwarded to the appropriate Northern Telecom
department.
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Procedure 16
Do Test Calls

1 Site/ACT Perform TEST CALLS that were identified ahead-of-time from
Appendix C: Test Call Scripts.

CAUTION
If an abort becomes necessary due to critical test failures,
revert to the old load using tievert to the old loagrocedure;
otherwise, continue.

Note: Verify AMAB logs in conjunction with certain AMA test calls.
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Procedure 17
After testing is complete SYNC SNODE

1 App/ACT POSTSWACT will STOP at step BEGIN_TESTING to allow site to
complete testing. After SITE accepts the current load, then put the
processors in sync as follows.

Note: Do not enter POSTSWACT again until the processors are in sync.
a. > MAPCI;MTC;CM;SYNC
>YES {for confirmation}
b. > QUIT MAPCI
C. > POSTSWACT {still in BCSUPDATE}
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Procedure 18
POST_MS_CHECK failure

App/ACT POSTSWACT may STOP with the message "Failed
POST_MS_CHECK for active CM load: #." (Both MS loads will be
displayed.XOnly if you see this messadead the MS reported to have an
incompatible load with the compatible MS load as follows.

1 > DISKUT

> LF SO0D< volume > {or S01D <volume>}
where <volume> is the SLM disk volume with the correct _MS load file.

2 > MAPCI;MTC;MS

3 > LOADMS <MS#> <filename >
where <MS#> is the MS to be loaded, and <filename> is the name of the
_MS load file listed above in step 1.

>YES {for confirmation}

4 > TST <MS#> {not VIAMATE}
Ensure the test passes with no faults.

5  >RTS<MS#> {not OOBAND!}

6 > QUIT MAPCI
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Procedure 19
Finish POSTSWACT

1 App/ACT If necessary run POSTSWACT one more time to completion.
> BCSUPDATE;POSTSWACT
At this point BCSUPDATE will run any remaining POSTSWACT steps and
flag them as completed when they pass. If failures occur, follow given
instructions to correct the problem, then continue POSTSWACT.

2 Site and App/ACT Copy any new MS patches in store file to the PM loads
disk volume (or SLM disk).

3 App/ACT Clean up SFDEV by erasing any application-related files (for
example: DRNOW, FEATDATA, and all patches).

4 Site/ACT Passwords for ADMIN and OPERATOR may have changed. For
security Telco should change these passwords back to the original.

5 Site/ACT Re-input any data changes made prior to the software update but
not captured on journal file.

6 Site/ACT Reassign all current PROFILE information (LOGIN or RESTART)
in SFDEV.

7 Site/ACT Reassign any temporary log ROUTING setup via LOGUTIL.

8 Site/ACT Reassign any changes in the INTEG level of the MAP (for
example, UPTH, BUFFSEL, FILTER and others).

9 Site/ACT Return PORTS and USER information back to original values.

10 Site/ACT Notify DNC end users to LOGIN the DNC.

11 Site/ACT For Hybrid and if table DIRPSSYS was changed during the

"JFFREEZE procedure” (Site Preparation section), change data for position
JF in table DIRPSSYS back to the original data.
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Procedure 20
Take image SNODE

1 Site/ACT DUMP AN IMAGE of the new BCS load for backup-one
SuperNode image to SLM disk 1 (or to tape) and backup image to SLM tape
cartridge.

2 After the image is completed, you may set the AUTODUMP 'RETAIN' option
back to 'ON' if desired. The option was set to "OFF' during the ONP.

Note: Setting the AUTODUMP 'RETAIN' option to 'OFF' during the ONP is
design intent. This was done to prevent setting the system recovery route to
the 'OLD' BCS image that was taken prior to the BCS update.
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Procedure 21

Start journal file

1 Site/ACT If equipped, start journal file and verify started.
a. >JFSTART
b. > MAPCI;MTC;IOD;DIRP

C. > QUERY JF ALL
QUERY JF should respond with "AVAIL." If a standby device is being
used, both active and standby volumes should be marked "AVAIL."

d. > QUIT ALL
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This page purposely left blank.
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Revert to old load procedure
This section details steps required to revert to the old BCS load.

Perform the following procedure if a controlled REVERT is required after
the CC switch of activity (SWACT).

Remember, the CPU with the new BCS load is active You will be
going back to the old BCS load which is nmactive

Procedure 1
Before REVERT

1 Site Do not proceed until both the Telco and NT on-line support agree.

2 Site Contact high profile customers and customers with essential services
(that is, police and emergency bureaus, hospitals, and radio stations) to
verify they are not in emergency call processing mode.
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Procedure 2
Restart inactive SNODE 2

CAUTION

Do NOT perform step 1 (below) if a restart reload on the inactive side was
already done and the inactive processor is flashing Al.

1 Site/INACT Perform a restart reload on the inactive processor (old BCS
load).

a. From the CM MAP level, ensure the inactive processor is not under
test (ut). If it is, WAIT FOR THE TESTING TO COMPLETE.

b. From the inactive RTIF perform a restart reload on the inactive
processor (old load).

RTIF>\RESTART RELOAD
RTIF> YES {for confirmation}

C. Allow initialization on the inactive side. Inform the Applicator when the
inactive processor is flashing Al.

2 App/INACT Confirm that the inactive processor is flashing Al.
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Procedure 3
Establish mate communication SNODE

1 App/ACT Establish communication with the mate (inactive ) side.
a. >BCSUPDATE;SWACTCI;STATUSCHECK  {for BCS33 and higher}
> BCSUPDATE;SWCT;STATUSCHECK {for BCS31 or BCS32}

> SWCT,;STATUSCHECK {for BCS30 and lower}

b. Ensure the STATUSCHECK passes (with both sides matching).
If STATUSCHECK fails, investigate and correct any mismatches and
any devices not okay or offline. Once all problems have been
corrected, rerun STATUSCHECK and ensure it passes.

Note: STATUSCHECK may cause a restart on the inactive side (watch
the inactive RTIF). If the inactive side does restart, it should initialize
and come back to a flashing Al.
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Procedure 4
Login inactive

1 App/INACT Verify a flashing A1 on the inactive processor.

2 Login on the mate side as follows.
a. ACT
> MATEIO

> MATELOG <device >
where <device> is the name of the terminal labeled INACT.

b. INACT

Enter username and password {mate-side response}
Mate> OPERATOR OPERATOR

or Enter username
Mate> OPERATOR

Enter password
Mate> OPERATOR
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Procedure 5
TRACECI close

1 App/INACT If old load (inactive side) is BCS34 or lower, then close out the
old active MOVEBCS/TABXFR message file.

Mate> TRACECI CLOSE {for BCS34 and lower}
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Procedure 6
Configure DIRP billing

1

Site/App Configure the DIRP billing subsystems for revert SWACT to the old

load.

Note: For details for completing the following refer to "PRESWACT DIRP
and billing" procedure.

a.

ACT Take down billing tapes and format new standby volumes in
DIRP. Leave these demounted, they will become the active volumes
after SWACT.

Disk volumes will rotate and recover automatically after SWACT.

Parallel volumes on tape (or DPP/BMC) can be recovered manually
after SWACT.

INACT If reverting to BCS31 or higher:

Ensure datafill is correct on the mate side for tables DIRPPOOL or
DIRPSSYS.

INACT If DIRP_REC file is present in mate SFDEV, ensure each entry
in DIRP_REC is correct for the revert SWACT.

Note: In DIRP_REC the parallel volume assignments for DIRPPOOL
should be set to nil ($) for all pools.
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Procedure 7

Start logs

1

App/ACT Set up LOGS for the SWACT.

Note: The purpose of this step is to turn on logs at the terminal designated
as the "ACT" device. Normally, logs will have been routed also to a printer at
the start of the session.

a.
b.

> LOGUTIL;STOP

> DELDEVICE < device >
where <device> is where logs are to be routed.

> ADDREP <device >SWCT {also add SWNR if on BCS30 and lower}

> START
This starts logs on "this" device. If a different terminal device was
selected above, then use >STARTDEV <device>.

> LEAVE
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Procedure 8
Ensure inactive unjammed

1 Site and App/INACT Ensure inactive side is unjammed.
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Procedure 9
Perform TST <MS#> VIAMATE for Revert

CAUTION
This procedure, if applicable, must be completed successfully
within 15 minutes of the SWACT.
Failure to execute a fault-free TST <MS#> VIAMATE may result in
PM clocking faults after the SWACT and possibly eventual failure of
PMs (i.e., SYSB PMs).

Note: When the ABORTSWACT command is entered, if more than
15 minutes has passed since completing TST <MS#> VIAMATE you
will be instructed to repeat the TST <MS#> VIAMATE command.

1 App/ACT Test the ManB Message Switch to ensure the MS clocks are in
sync. Complete this step only if one MS load is incompatible with the
BCS level of the inactive CM (for example, when reverting to BCS33 or
lower).

> MAPCI;MTC;MS
Ensure that the MS corresponding to the inactive CPU is ManB.

> MATELINK BSY  {If not done, mate side will restart when matelink RTS'd}

> TST <MS#> VIAMATE {on the ManB MS}
Wait for the test to pass before continuing. Ensure the test passes with no
faults. Determine the cause for any failure, fix the fault, and repeat the test.

CAUTION
Do not proceed unless NO faults are reported.
Replace cards if necessary and repeat the test. Contact site supervisor
if the test fails repeatedly.
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Procedure 10
Establish mate communication SNODE

1 App/ACT Establish communication with the mate (inactive ) side.

Note: STATUSCHECK may cause a restart on the inactive side (watch the
inactive RTIF). If the inactive side does restart, it should initialize and come
back to a flashing Al.

a. > BCSUPDATE;SWACTCI;STATUSCHECK  {for BCS33 and higher}
> BCSUPDATE;SWCT,;STATUSCHECK {for BCS31 or BCS32}
> SWCT,;STATUSCHECK {for BCS30 and lower}

b. Ensure the STATUSCHECK passes (with both sides matching).
If STATUSCHECK fails, investigate and correct any mismatches and
any devices not okay or offline. Once all problems have been
corrected, rerun STATUSCHECK and ensure it passes.
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Procedure 11
Revert

1 App/ACT Wait a MINIMUM of 10 minutes after the COMPLETION (flashing
Al) of the last restart on the inactive side before entering the ABORT-
SWACT, ABORTSWCT, or RESTARTSWCT command.

CAUTION
FAILURE TO WAIT AT LEAST 10 MINUTES may result in the office

doing a restart reload instead of a CC warmSWACT.
Remember, a STATUSCHECK or MATELINK RTS FORCE can
each cause a mate restart.

2 App/ACT INTERNATIONAL offices switch CC activity (SWACT) as follows.

Note: This step is valid if the NTX470AA (International Common Basic)
package is built into the load.

> INTLSWCT;DATE;RESTARTSWCT {only for INTL offices}

3 App/ACT ALL OTHER offices switch CC activity (SWACT) with CC warm-
SWACT as follows.

CAUTION

If a SWACT application module exists on the new, active side, but is
missing from the old, inactive side, the revert SWACT may fail.

If reverting to BCS32 and higher, any SWACT applications missing
from the inactive side will automatically be overridden.

If reverting to BCS31 and lower, SWACT will fail for any SWACT
applications missing from the inactive side. In this case, any SWACT
application missing from the inactive side mustibaded from the
active sidan order for the revert-back to succeed. If you are
unloading a module in a load prior to BCS30, use the SWCTCHK
command before performing the revert-back.

-continued-
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Procedure 11
REVERT (continued)

> BCSUPDATE;SWACTCI;DATE;ABORTSWACT  {for BCS33 and higher}

CAUTION
In BCS34 and higher the ABORTSWACT command has an option called
NOCHECK which will allow the CC warm SWACT to continue even if
there are bad devices on the active side (such as a CBSY LTC).
Use the NOCHECK optionnly as a last resort and with special care
taken to ensure office integrity.

> BCSUPDATE;SWCT;DATE;ABORTSWCT {for BCS31 or BCS32}
> SWCT;DATE;RESTARTSWCT {for BCS30 and lower}
System response varies with the BCS level, but the following prompt is a
typical example.

ACTIVE DEFAULT SETTINGS:

FORCESWACT set ON

LOADEXECS set ON
NOMATCH set OFF

Do you wish to continue?
Please confirm ("YES" or "NO"):

...Starting Warm SWACT now.

4 Site/ACT Monitor the SWACT, and tell the software delivery engineer when

the active processor is again flashing Al.

CAUTION

Work quickly to complete the procedures to follow.
The POSTSWACT steps will verify that the office is functioning
normally with the new software load.
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Procedure 12
Start POSTSWACT

App/ACT Login, check the date and time, and start POSTSWACT.

1 Type:
<break>
2 ?LOGIN
Enter username and password {system response}
> <username> <password>
or > <username>
> <password>
3 > DATE
Verify the date and time are correct.
4 Reestablish recording onto devices (console session) as required.
5 > BCSUPDATE;POSTSWACT

POSTSWACT runs all steps required after the CC switch of activity and flags
them as complete when they pass. If any error occurs, POSTSWACT will
Stop and give instructions. If this is the case, follow POSTSWACT
instructions to correct the problem, and run POSTSWACT again (type
>POSTSWACT) to continue.

If no problems are encountered, POSTSWACT stops after BEGIN_TESTING
and waits until the site verifies the sanity of the current load.
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Procedure 13
SYSBSY Message Switch

1 App/ACT If a Message Switch is SYSBSY, make it ManB.
a. > MAPCI;MTC;MS

b. > BSY <MS#> {for the sysbsy MS}
C. > QUIT MAPCI
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Procedure 14
Recover billing

Site and App/ACT POSTSWACT recovers PRIMARY (regular) billing
subsystems (such as AMA SMDR OCC CDR). Confirm that affected DIRP
subsystems were successfully activated. If billing is on tape (MTD) or
DPP/BMC, manually assign the STANDBY volumes. Then site may
manually bring up PARALLEL subsystem as required.

1 > MAPCI;MTC;IOD;DIRP
> QUERY AMA ALL {note which volume is ACTIVE}

2 If DPP or BMC, call downstream processing to POLL billing data. (Polling is
optional. It may also be done after test calls are completed.)

3 TAPEX volumes must be manually remounted using the DIRP MNT
command.

4 Assign standby billing devices for TAPE and DPP/BMC.

a. If tape (MTD), take down the STANDBY tape and put up a fresh tape
to be used as the new standby volume.

b. > MOUNT <x> FORMAT <stdby_volume >
where <x> is the standby device number, and <stdby volume> is the
name of the standby volume.

Example: MOUNT 3 FORMAT DPPAMA

C. Enter the first filename, or if system response is:
"request aborted. Tape not expired (use ERASTAPE)"
then enter:

> ERASTAPE <x>
where <x> is the standby device number.

Note: On a DPP/BMC it is safe to use the ERASTAPE command,
since this does NOT actually erase any billing files. The command will
not affect the collected data; it only resets DMS indicators.

System response is:

**WARNING, THIS TAPE WILL BE ERASED***

CAUTION
At this point again confirm the device is a port to a DPP or BMC,
and NOT an unexpired billing tape.
If a mistake is made, a real tape may be erased.

Enter YES to confirm the command.
-continued-
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Procedure 14
Recover billing  (continued)

d.

e.

> DEMOUNT T<x>

If ERASTAPE command was used, repeat substeps b and d to rename
the volume.

Repeat this entire step for each standby billing subsystem.

5 Activate standby devices.

a.

> MNT < subsystem > < x> {still in DIRP level}
Example: MNT AMA 3

Enter YES to confirm the command.
> QUERY AMA {to confirm standby volume is available}

Repeat this step for each billing subsystem.

6 If using SMDR rotate the SMDR volume from the DIRP level of the MAP.
(This will ensure the RECORD HEADER is correct.)

* |f SMDR recording is on BMC and NO standby volume is available, then
mount a temporary STDBY TAPE volume. Rotate the BMC port OUT and
back IN. Remove the tape volume after this is done.

Note: Since some SMDR recording applications on BMC collect SMDR
records based on the customer group ID only, this ensures that any changes
to the customer group IDs are passed to the BMC upon rotate (and the
RECORD HEADER is correct).

7 Bring up parallel devices (as required) using the preformatted volumes.

a.

For BCS31 and lower:

In table DIRPSSYS position on a DIRP subsystem requiring a parallel
volume. Activate the parallel volume by datafilling the volume name.
Example:

TABLE DIRPSSYS;POS AMA

CHA PARVOL T4

or CHA PARVOL D0O10PAMA

For BCS32 and higher:

In table DIRPSSYS position on a DIRP subsystem requiring a parallel
volume. Note the PARLPOOL name for the DIRP subsystem selected.
Example:

TABLE DIRPSSYS;POS AMA

In table DIRPPOOL position on the parallel pool number associated
with the PARLPOOL from table DIRPSSYS. Then activate the parallel
volume by datafilling the volume name.

-continued-
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Procedure 14
Recover billing  (continued)

Examples:

TABLE DIRPPOOL;POS 62  (pool for AMAPOOQOL)
CHA VOLUME23 T4

or CHA VOLUME23 DO10PAMA

C. Repeat substep a or b for each parallel volume to be activated.
d. > QUIT MAPCI

8 Ensure all regular and parallel devices are working for all available billing
subsystems in DIRP.
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Procedure 15
Display DPP settings

App/ACT Perform this procedure only if there are problems with DPP billing.
Display current DPP settings to hardcopy and compare with the data
obtained during theRESWACT DIRP and billingrocedure.

> MAPCI NODISP;MTC;IOD;DPP AMA

> COLLPSW

Note: If different, perform steps 3 and 4; otherwise go to step 5.

> COLLPSW 1 < 4_digits > < 6_digits >

> COLLPSW 2 < 4 _digits > < 6_digits >

> AMATPSW
Note: If different, perform step 6; otherwise, go to step 7.
> AMATPSW <4 _digits > < 6_digits >

> AMAHRS

Note: If different, perform step 8; otherwise, go to step 9.

> AMAHRS <start_hour > < end_hour >

> VALPARM INVALID

Note: If different, perform step 10; otherwise, go to step 11.

10

> VALPARM INVALID < threshold >

11

> ERRMAP ACT
Note: If different, perform steps 12 and 13.

12

> ERRMAP <alarm_no ><type ><level >

13

Repeat step 12 for each alarm that is different.
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Procedure 16
INI trunks

App/ACT If on BCS31 and lower: to ensure INI trunks are returned to the
correct state after SWACT, post all INI trunks, perform a force release, and
return each to service as follows.

1 > MAPCI;MTC;TRKS;TTP

2 >POST A INI

3 > REPEAT < x> (FRLS;RTS;NEXT)
where <x> is the number of INI trunks in the posted set.
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Procedure 17
Do Test Calls

1 Site/ACT Perform TEST CALLS that were identified ahead-of-time from
Appendix C: Test Call Scripts.
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Procedure 18
After testing is complete SYNC SNODE

1 App/ACT POSTSWACT will STOP at step BEGIN_TESTING to allow site to
complete testing. After SITE accepts the current load, then put the
processors in sync as follows.

Note: Do not enter POSTSWACT again until the processors are in sync.
a. > MAPCI;MTC;CM;SYNC
>YES {for confirmation}
b. > QUIT MAPCI
C. > POSTSWACT {still in BCSUPDATE}
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Procedure 19
POST_MS_CHECK failure

App/ACT POSTSWACT may STOP with the message "Failed
POST_MS_CHECK for active CM load: #." (Both MS loads will be
displayed.XOnly if you see this messadead the MS reported to have an
incompatible load with the compatible MS load as follows.

1 > DISKUT

> LF SO0D< volume > {or S01D <volume>}
where <volume> is the SLM disk volume with the correct _MS load file.

2 > MAPCI;MTC;MS

3 > LOADMS <MS#> <filename >
where <MS#> is the MS to be loaded, and <filename> is the name of the
_MS load file listed above in step 1.

>YES {for confirmation}

4 > TST <MS#> {not VIAMATE}
Ensure the test passes with no faults.

5  >RTS<MS#> {not OOBAND!}

6 > QUIT MAPCI
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Procedure 20
Finish POSTSWACT

1 App/ACT If necessary run POSTSWACT one more time to completion.
> BCSUPDATE;POSTSWACT
At this point BCSUPDATE will run any remaining POSTSWACT steps and
flag them as completed when they pass. If failures occur, follow given
instructions to correct the problem, then continue POSTSWACT.

2 Site and App/ACT Copy any new MS patches in store file to the PM loads
disk volume (or SLM disk).

3 App/ACT Clean up SFDEV by erasing any application-related files (for
example: DRNOW, FEATDATA, and all patches).

4 Site/ACT Passwords for ADMIN and OPERATOR may have changed. For
security Telco should change these passwords back to the original.

5 Site/ACT Re-input any data changes made prior to the software update but
not captured on journal file.

6 Site/ACT Reassign all current PROFILE information (LOGIN or RESTART)
in SFDEV.

7 Site/ACT Reassign any temporary log ROUTING setup via LOGUTIL.

8 Site/ACT Reassign any changes in the INTEG level of the MAP (for
example, UPTH, BUFFSEL, FILTER and others).

9 Site/ACT Return PORTS and USER information back to original values.

10 Site/ACT Notify DNC end users to LOGIN the DNC.

11 Site/ACT For Hybrid and if table DIRPSSYS was changed during the

"JFFREEZE procedure” (Site Preparation section), change data for position
JF in table DIRPSSYS back to the original data.
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Procedure 21
Take image SNODE

1 Site/ACT DUMP AN IMAGE of the new BCS load for backup-one
SuperNode image to SLM disk 1 (or to tape) and backup image to SLM tape
cartridge.

2 After the image is completed, you may set the AUTODUMP 'RETAIN' option
back to 'ON' if desired. The option was set to "OFF' during the ONP.

Note: Setting the AUTODUMP 'RETAIN' option to 'OFF' during the ONP is
design intent. This was done to prevent setting the system recovery route to
the 'OLD' BCS image that was taken prior to the BCS update.
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Procedure 22

Start journal file

1 Site/ACT If equipped, start journal file and verify started.
a. >JFSTART
b. > MAPCI;MTC;IOD;DIRP

C. > QUERY JF ALL
QUERY JF should respond with "AVAIL." If a standby device is being
used, both active and standby volumes should be marked "AVAIL."

d. > QUIT ALL
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Procedure 23
More Revert/ABORT steps

1 Site and App/INACT  If asked to do so by technical support take an image of
the inactive (mate) side load.

2 Site and App/ACT  With journal file running, initiate a DATA FREEZE period
enforcing JF data modification restrictions until the beginning of the
rescheduled software update.

3 Site and App Following an ABORT, rescheduling of the software update
must be negotiated. Refer to Procedure for rescheduling aborted
applications.

4 App/ACT On the ACTIVE side perform the following steps to restore the
active side to its original configuration.

a. If old load is BCS35 and higher:
> BCSUPDATE;ABORT_PRESWACT
> TABXFR;CANCEL
> QUIT ALL
b. If old load is BCS34 and lower:
> BCSUPDATE;RESET
> QUIT ALL
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Emergency abort procedure

CAUTION

Perform the following steps only if a decision has been reached to activate
the old load without regard to preserving stable call processing.

Remember, the CPU with the new BCS load is now active. You will be
going back to the old BCS load which is now inactive.

Procedure 1
Before EABORT

1 Site Do not proceed until both the Telco and NT on-line support agree.

2 Site Contact high profile customers and customers with essential services
(that is, police and emergency bureaus, hospitals, and radio stations) to
verify they are not in emergency call processing mode.

ONP/Hybrid Software Delivery Procedures



4-148 Emergency abort procedure

Procedure 2
Restart inactive SNODE 2

CAUTION

Do NOT perform step 1 (below) if a restart reload on the inactive side was
already done and the inactive processor is flashing Al.

1 Site/INACT Perform a restart reload on the inactive processor (old BCS
load).

a. From the CM MAP level, ensure the inactive processor is not under
test (ut). If it is, WAIT FOR THE TESTING TO COMPLETE.

b. From the inactive RTIF perform a restart reload on the inactive
processor (old load).

RTIF>\RESTART RELOAD
RTIF> YES {for confirmation}

C. Allow initialization on the inactive side. Inform the Applicator when the
inactive processor is flashing Al.

2 App/INACT Confirm that the inactive processor is flashing Al.
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Procedure 3
Ensure inactive unjammed

1 Site and App/INACT Ensure inactive side is unjammed.
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Procedure 4

Cold SWACT SNODE

1 Site/ACT JAM active side to force a switch of activity (cold swact).
RTIF>\OVERRIDE
RTIF>\JAM
RTIF> YES {for confirmation}

2 Site/ACT Monitor the SWACT, and tell the software delivery engineer when
the active processor is again flashing Al.
At this point the CC switch of activity is over.

3 Site and App/ACT  Work quickly to complete the next procedure. The
POSTSWACT procedure (to follow) checks that the office is functioning as
normal.

Note: Be sure to notify appropriate levels of support of the ABORT before
putting the switch back in SYNC.
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Procedure 5
Start POSTSWACT

App/ACT Login, check the date and time, and start POSTSWACT.

1 Type:
<break>
2 ?LOGIN
Enter username and password {system response}
> <username> <password>
or > <username>
> <password>
3 > DATE
Verify the date and time are correct.
4 Reestablish recording onto devices (console session) as required.
5 > BCSUPDATE;POSTSWACT

POSTSWACT runs all steps required after the CC switch of activity and flags
them as complete when they pass. If any error occurs, POSTSWACT will
Stop and give instructions. If this is the case, follow POSTSWACT
instructions to correct the problem, and run POSTSWACT again (type
>POSTSWACT) to continue.

If no problems are encountered, POSTSWACT stops after BEGIN_TESTING
and waits until the site verifies the sanity of the current load.
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Procedure 6
SYSBSY Message Switch

1 App/ACT If a Message Switch is SYSBSY, make it ManB.
a. > MAPCI;MTC;MS

b. > BSY <MS#> {for the sysbsy MS}
C. > QUIT MAPCI
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Procedure 7
Recover billing

Site and App/ACT POSTSWACT recovers PRIMARY (regular) billing
subsystems (such as AMA SMDR OCC CDR). Confirm that affected DIRP
subsystems were successfully activated. If billing is on tape (MTD) or
DPP/BMC, manually assign the STANDBY volumes. Then site may
manually bring up PARALLEL subsystem as required.

1 > MAPCI;MTC;IOD;DIRP
> QUERY AMA ALL {note which volume is ACTIVE}

2 If DPP or BMC, call downstream processing to POLL billing data. (Polling is
optional. It may also be done after test calls are completed.)

3 TAPEX volumes must be manually remounted using the DIRP MNT
command.

4 Assign standby billing devices for TAPE and DPP/BMC.

a. If tape (MTD), take down the STANDBY tape and put up a fresh tape
to be used as the new standby volume.

b. > MOUNT <x> FORMAT <stdby_volume >
where <x> is the standby device number, and <stdby volume> is the
name of the standby volume.

Example: MOUNT 3 FORMAT DPPAMA

C. Enter the first filename, or if system response is:
"request aborted. Tape not expired (use ERASTAPE)"
then enter:

> ERASTAPE <x>
where <x> is the standby device number.

Note: On a DPP/BMC it is safe to use the ERASTAPE command,
since this does NOT actually erase any billing files. The command will
not affect the collected data; it only resets DMS indicators.

System response is:

**WARNING, THIS TAPE WILL BE ERASED***

CAUTION
At this point again confirm the device is a port to a DPP or BMC,
and NOT an unexpired billing tape.
If a mistake is made, a real tape may be erased.

Enter YES to confirm the command.
-continued-
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Procedure 7
Recover billing  (continued)

d.

e.

> DEMOUNT T<x>

If ERASTAPE command was used, repeat substeps b and d to rename
the volume.

Repeat this entire step for each standby billing subsystem.

5 Activate standby devices.

a.

> MNT < subsystem > < x> {still in DIRP level}
Example: MNT AMA 3

Enter YES to confirm the command.
> QUERY AMA {to confirm standby volume is available}

Repeat this step for each billing subsystem.

6 If using SMDR rotate the SMDR volume from the DIRP level of the MAP.
(This will ensure the RECORD HEADER is correct.)

* |f SMDR recording is on BMC and NO standby volume is available, then
mount a temporary STDBY TAPE volume. Rotate the BMC port OUT and
back IN. Remove the tape volume after this is done.

Note: Since some SMDR recording applications on BMC collect SMDR
records based on the customer group ID only, this ensures that any changes
to the customer group IDs are passed to the BMC upon rotate (and the
RECORD HEADER is correct).

7 Bring up parallel devices (as required) using the preformatted volumes.

a.

For BCS31 and lower:

In table DIRPSSYS position on a DIRP subsystem requiring a parallel
volume. Activate the parallel volume by datafilling the volume name.
Example:

TABLE DIRPSSYS;POS AMA

CHA PARVOL T4

or CHA PARVOL D0O10PAMA

For BCS32 and higher:

In table DIRPSSYS position on a DIRP subsystem requiring a parallel
volume. Note the PARLPOOL name for the DIRP subsystem selected.
Example:

TABLE DIRPSSYS;POS AMA

In table DIRPPOOL position on the parallel pool number associated
with the PARLPOOL from table DIRPSSYS. Then activate the parallel
volume by datafilling the volume name.

-continued-
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Procedure 7
Recover billing  (continued)

Examples:

TABLE DIRPPOOL;POS 62  (pool for AMAPOOQOL)
CHA VOLUME23 T4

or CHA VOLUME23 DO10PAMA

C. Repeat substep a or b for each parallel volume to be activated.
d. > QUIT MAPCI

8 Ensure all regular and parallel devices are working for all available billing
subsystems in DIRP.
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Procedure 8
Display DPP settings

App/ACT Perform this procedure only if there are problems with DPP billing.
Display current DPP settings to hardcopy and compare with the data
obtained during theRESWACT DIRP and billingrocedure.

> MAPCI NODISP;MTC;IOD;DPP AMA

> COLLPSW

Note: If different, perform steps 3 and 4; otherwise go to step 5.

> COLLPSW 1 < 4_digits > < 6_digits >

> COLLPSW 2 < 4 _digits > < 6_digits >

> AMATPSW
Note: If different, perform step 6; otherwise, go to step 7.
> AMATPSW <4 _digits > < 6_digits >

> AMAHRS

Note: If different, perform step 8; otherwise, go to step 9.

> AMAHRS <start_hour > < end_hour >

> VALPARM INVALID

Note: If different, perform step 10; otherwise, go to step 11.

10

> VALPARM INVALID < threshold >

11

> ERRMAP ACT
Note: If different, perform steps 12 and 13.

12

> ERRMAP <alarm_no ><type ><level >

13

Repeat step 12 for each alarm that is different.
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Procedure 9
INI trunks

App/ACT If on BCS31 and lower: to ensure INI trunks are returned to the
correct state after SWACT, post all INI trunks, perform a force release, and
return each to service as follows.

1 > MAPCI;MTC;TRKS;TTP

2 >POST A INI

3 > REPEAT < x> (FRLS;RTS;NEXT)
where <x> is the number of INI trunks in the posted set.

ONP/Hybrid Software Delivery Procedures



4-158 Emergency abort procedure

Procedure 10
Do Test Calls

1 Site/ACT Perform TEST CALLS that were identified ahead-of-time from
Appendix C: Test Call Scripts.
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Procedure 11
After testing is complete SYNC SNODE

1 App/ACT POSTSWACT will STOP at step BEGIN_TESTING to allow site to
complete testing. After SITE accepts the current load, then put the
processors in sync as follows.

Note: Do not enter POSTSWACT again until the processors are in sync.
a. > MAPCI;MTC;CM;SYNC
>YES {for confirmation}
b. > QUIT MAPCI
C. > POSTSWACT {still in BCSUPDATE}
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Procedure 12
POST_MS_CHECK failure

App/ACT POSTSWACT may STOP with the message "Failed
POST_MS_CHECK for active CM load: #." (Both MS loads will be
displayed.XOnly if you see this messadead the MS reported to have an
incompatible load with the compatible MS load as follows.

1 > DISKUT

> LF SO0D< volume > {or S01D <volume>}
where <volume> is the SLM disk volume with the correct _MS load file.

2 > MAPCI;MTC;MS

3 > LOADMS <MS#> <filename >
where <MS#> is the MS to be loaded, and <filename> is the name of the
_MS load file listed above in step 1.

>YES {for confirmation}

4 > TST <MS#> {not VIAMATE}
Ensure the test passes with no faults.

5  >RTS<MS#> {not OOBAND!}

6 > QUIT MAPCI
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Procedure 13
Finish POSTSWACT

1 App/ACT If necessary run POSTSWACT one more time to completion.
> BCSUPDATE;POSTSWACT
At this point BCSUPDATE will run any remaining POSTSWACT steps and
flag them as completed when they pass. If failures occur, follow given
instructions to correct the problem, then continue POSTSWACT.

2 Site and App/ACT Copy any new MS patches in store file to the PM loads
disk volume (or SLM disk).

3 App/ACT Clean up SFDEV by erasing any application-related files (for
example: DRNOW, FEATDATA, and all patches).

4 Site/ACT Passwords for ADMIN and OPERATOR may have changed. For
security Telco should change these passwords back to the original.

5 Site/ACT Re-input any data changes made prior to the software update but
not captured on journal file.

6 Site/ACT Reassign all current PROFILE information (LOGIN or RESTART)
in SFDEV.

7 Site/ACT Reassign any temporary log ROUTING setup via LOGUTIL.

8 Site/ACT Reassign any changes in the INTEG level of the MAP (for
example, UPTH, BUFFSEL, FILTER and others).

9 Site/ACT Return PORTS and USER information back to original values.

10 Site/ACT Notify DNC end users to LOGIN the DNC.

11 Site/ACT For Hybrid and if table DIRPSSYS was changed during the

"JFFREEZE procedure” (Site Preparation section), change data for position
JF in table DIRPSSYS back to the original data.
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Procedure 14
Take image SNODE

1 Site/ACT DUMP AN IMAGE of the new BCS load for backup-one
SuperNode image to SLM disk 1 (or to tape) and backup image to SLM tape
cartridge.

2 After the image is completed, you may set the AUTODUMP 'RETAIN' option
back to 'ON' if desired. The option was set to "OFF' during the ONP.

Note: Setting the AUTODUMP 'RETAIN' option to 'OFF' during the ONP is
design intent. This was done to prevent setting the system recovery route to
the 'OLD' BCS image that was taken prior to the BCS update.
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Procedure 15

Start journal file

1 Site/ACT If equipped, start journal file and verify started.
a. >JFSTART
b. > MAPCI;MTC;IOD;DIRP

C. > QUERY JF ALL
QUERY JF should respond with "AVAIL." If a standby device is being
used, both active and standby volumes should be marked "AVAIL."

d. > QUIT ALL
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Procedure 16
More Revert/ABORT steps

1 Site and App/INACT  If asked to do so by technical support take an image of
the inactive (mate) side load.

2 Site and App/ACT  With journal file running, initiate a DATA FREEZE period
enforcing JF data modification restrictions until the beginning of the
rescheduled software update.

3 Site and App Following an ABORT, rescheduling of the software update
must be negotiated. Refer to Procedure for rescheduling aborted
applications.

4 App/ACT On the ACTIVE side perform the following steps to restore the
active side to its original configuration.

a. If old load is BCS35 and higher:
> BCSUPDATE;ABORT_PRESWACT
> TABXFR;CANCEL
> QUIT ALL
b. If old load is BCS34 and lower:
> BCSUPDATE;RESET
> QUIT ALL
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Site preparatlon procedure
Begin this section when the First Shipment of tapes and documentation
arrives at the office. Site must complete the following procechefse
being contacted by Northern Telecom for the pre-application checks (or
Preliminary Precheck). In order to qualify the office for a software upgrade
the series of prechecks must be successfully completed.

Procedure 1
Take image

1 Site/ACT Before beginning the front-end testing (processor tests), DUMP AN
OFFICE IMAGE for backup-one SuperNode image to SLM disk 1 (or to
tape) and backup image to SLM tape cartridge, or one NT40 image to disk
and copied to tape.
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Procedure 2
Route logs NT40

This procedure ensures that specific logs are routed to an active log device
and are not suppressed.

1 Site/ACT
> LOGUTIL

> LISTREPS SPECIAL

If specific logs are suppressed use
> RESUME <log >

If logs have threshold set use
> THRESHOLD O <log >
where <log> refers to specific CC, CMC and MISM logs.

2 > LISTROUTE DEVICE <printer>

If critical logs are not routed use

> ADDREP <printer ><log >

> STOPDEV <printer >

Verify only critical logs are enabled on the device and are correctly routed.

3 > STARTDEV <printer >
> LEAVE
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Procedure 3
Processor tests NT40

To ensure front-end stability Site should complete the following tests before
being contacted for the pre-application checks.

Note: Perform the following front-end testing during low traffic periods.

1 Site Ensure the CPUs are in SYNC and the inactive side is NOT jammed.

On each CCC, at shelf 51, card location 16 (NT1X48), verify the Enab
switches are down, the NoSync LEDs are off (in SYNC), the Dact switches
are to the left (unjammed), and the thumbwheels are on 5.

2 ACT Match the memory from the CC level of the MAP.
> MAPCI;MTC;CC
> MTCH

3 INACT On the inactive side, jam the inactive CPU.
a. Locate the NT1X48 card with the Inact LED lit.
b. Move the Dact switch to the right (jammed) and the Enab switch up.

4 ACT Drop SYNC from the CC level of the MAP.
> DPSYNC

>YES {for confirmation}

5 INACT Wait for the inactive CPU to return to flashing A1l.

6 Test the stability of the inactive CPU from the NT1X48 card.

a. INACT Set the thumbwheel on 3 and press reset, the hex display will
flash 33. Within six seconds, move the thumbwheel to 5, DO NOT
PRESS RESET. The hex display will flash 55 and initialize (warm
restart).

Confirm inactive CPU flashes Al.

b. INACT Set the thumbwheel on 3 and press reset, the hex display will
flash 33. Within six seconds, move the thumbwheel to 6, DO NOT
PRESS RESET. The hex display will flash 66 and initialize (cold
restart).

Confirm inactive CPU flashes Al.

C. INACT Set the thumbwheel on 3 and press reset, the hex display will
flash 33. Within six seconds, move the thumbwheel to 7, DO NOT
PRESS RESET. The hex display will flash 77 and initialize (restart
reload).

Confirm inactive CPU flashes Al.
-continued-
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Procedure 3
Processor tests NT40  (continued)

d. INACT Set the thumbwheel on 0 and press reset, the hex display will
cycle in (hex), from 00 to 16 repeatedly. Once the test has cycled three

times, set the thumbwheel to 7 and press reset.

e. INACT Set the thumbwheel on 5, DO NOT PRESS RESET. Then put

the Enab switch down.

ACT Perform a memory retention test from the DS and PS levels of the

MAP.

Note: This test can take up to 2 hours to complete.

>DS< >
where <i> is the inactive DATA store.

> TST MEM RETAIN #AAAA
>YES

>TST MEM RETAIN #0001
>YES

> TST MEM RETAIN #5555
>YES

> QUIT
>PS< >

where <i> is the inactive PROGRAM store.

>TST MEM RETAIN #AAAA
>YES

>TST MEM RETAIN #0001
>YES

> TST MEM RETAIN #5555
>YES

{from CC level}

{for confirmation}

{for confirmation}

{for confirmation}

{for confirmation}

{for confirmation}

{for confirmation}

After completion of the tests check for CC108 or CC109 logs, indicating the
test passed or failed. If the test failed, a CC101 log identifies the failed card.

Resolve all problems and repeat step 7.

ACT Copy program store.
> COPY <np

{still in PS level}

where <m> is the PS module. Start at O, and repeat for each PS module

equipped.

-continued-
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Procedure 3
Processor tests NT40  (continued)

10

ACT SYNC the CPUs from the CC level of the MAP.
> QUIT;SYNC

>YES {for confirmation}

11

After receiving the "Synchronization Successful" message, verify no faults
are displayed at the CC level of the MAP (shows all dots and no Xs or fs).

12

INACT On the inactive side release the jam.
a. Locate the NT1X48 card with the Inact LED lit.

b. Move the Dact switch to the left (unjammed).

13

ACT Switch activity of the CPUs from the CC level.
> SWACT

14

Repeat steps 1 through 13 on the newly-inactive CPU.

15

Verify the CPUs remain in SYNC and the inactive side is NOT jammed.

16

ACT Perform REX test from the CC level. Repeat with each CPU initially
active.

>MTCH
> REXTST RETENTION

>YES {for confirmation}
The CPUs will be out of SYNC during testing. CC activity switches will occur
during this time.

17

ACT After completion of the test, verify the test results:

> QUERYCC RETENTION

The CPUs should be back in SYNC with no REX alarms at the CC level or
on the main MAP display header. If the test failed, contact the site supervisor
to resolve any problems and repeat steps 15 and 16.

18

Repeat (with the other CPU active) steps 15 through 17.

-continued-
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Procedure 3

Processor tests NT40  (continued)

19 ACT Perform an image test from the CCMNT level of the MAP.
> CCMNT
> IMAGE
> QUIT

20  After completion of the test, check for CC logs indicating pass or fail
message. If test failed, clear the problem and repeat step 19.

21 ACT > QUIT ALL
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Procedure 4
Responsibilities before pre-application checks NT40

1 Site Site is encouraged to verify all new software load and patch tapes
received in a shipment.

Note: The following steps do not apply to a TAS NONRES tape which
is used only by NT technical support to provide access to certain non-
resident software tools.

a. MOUNT and LIST the tape.

From the tape header or first file verify the tape is correct for the target
BCS. For a BCS IMAGE tape also verify the image filename.
Verify a tape is good by listing the tape to the end without any errors.

C. If any problems are found notify your NT customer service
representative immediately.

d. Keep the tapes on-site for use during the scheduled software update.

2 Site Review the D190 document (office feature record) to ensure the
software content meets the expected requirements.

Note: Offices receiving feature package NTX218, EADAS, ensure table
OMACC has only 25 entries. If table OMACC has more than 25 entries, the
site will have to delete the extraneous entries so the five new EADAS
Operation Measurement tuples will fit.

3 Site Load and patch ALL PERIPHERAL MODULES with the to BCS
software loads according to the Peripheral Software Release Document
("Application Procedures" section).

Peripheral modules include all PMs, XPMs, DPP, and MPC.

Note: If a cross-reference file (BCSxxXPM$XREF) is at the beginning of the
XPM patch tape, use it to identify patches applicable to each XPM load.

4 Site Monitor front-end stability watching NT40 CC, CMC, and MISM logs
through the day of the software delivery.
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Procedure 5
Save site files

1 Site/ACT Copy all Telco/site-created files in store file (SFDEV) onto a
labeled scratch tape. These files can be manually restored to SFDEV after
the BCS application.

Any patches and files downloaded to SFDEV need to remain in SFDEV for
the BCS application-DO NOT ERASE!
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Procedure 6
Peripheral verification NT40

1

Site/ACT If the office is equipped with DDUs, erase all unwanted files. Then
ensure the peripheral loads and peripheral patches for the to_ BCS are on
the same disk.

On the DDU used for primary billing collection (such as AMA SMDR OCC
CDR), perform routine maintenance on the disk to ensure it is functioning
properly. If excessive "bad blocks" are present, reformat the disk.

Ensure peripherals (including ENET and DPPs) are loaded and patched with
the to_BCS software. (Refer to the Peripheral Software Release Document.)
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5-10 Site preparation procedure (continued)

Procedure 7
Table ACDGRP

1 App/ACT ldentify any "holes" in table ACDGRP and fill them with dummy
tuples. Otherwise, you may be unable to retrieve MIS reports from some
ACDGRPs.

a. > OMSHOW ACDGRP ACTIVE

b. Look for nonconsecutive keys. (example: 02356 has 1 and 4

missing.)

C. If any missing tuples, have Translations personnel datafill with dummy
tuples. (This prevents the renumbering of key indexes during the BCS
update.)

d.  Also provide datafill in table DNROUTE for each corresponding dummy
tuple added in table ACDGRP.
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Procedure 8
Fill in Test Call Scripts

1 Site Fill in and test the Test Call Scripts in Appendix C.

This is to provide a thorough test plan exercise for testing the new BCS load.
You will be asked to make your test calls after switching activity to the new
BCS.
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This page purposely left blank.
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Data consistency check procedure
Procedure 1lis for offices on BCS34 and higher.

Procedure 2s for offices on BCS33 and lower.

CAUTION
Review Software Delivery Bulletins and any current
Warning Bulletins concerning TABAUDIT before using it.

Procedure 1
Run TABAUDIT (BCS34 and higher)

Perform this procedure at 15 days prior to the software delivery date. This
allows time to correct any table data problems that might be found. At the
insertion minus 10 days pre-check, NT engineers will review the results.
The data consistency checks must be successfully completed including any
needed data corrections in order for the scheduled application to be
completed on schedule.

For all offices on BCS 34 and higher, perform the following steps. These
steps are used to verify table data integrity using TABAUDIT.

A complete tutorial of TABAUDIT is provided iAppendix AThis includes
information on TABAUDIT enhancements (BCS36) which provide
automated scheduling capability and facilitate data capture.

Warning: TABAUDIT can take up to 10 hours to run. The length of time
will vary from site to site depending on the number and size of tables.

1 Site/ACT Verify table data using TABAUDIT. Send output to a recording
device (e.g. DOOOSCRATCH). Make note of the device used, since the files
will be reviewed by NT prior to BCS application.

TABAUDIT may be set-up to run all the tables using the "ALL" option or to
run a range of tables using the "FROM" and "TO" options. TABAUDIT can
only be run from only one terminal at a time.

To use the "FROM" and "TQO" options see substep a below.
To use the "ALL" option see substep b below.

Warning: If a device is not specified when issuing the TABAUDIT ALL
command, only a SUMMARYS$FILE will be created in Store File and no
separate file will be created for individual failed tables.

-continued-
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Procedure 1
Run TABAUDIT (continued)

If necessary, TABAUDIT may be stopped and restarted . To stop
TABAUDIT at anytime, use break HX. When restarting TABAUDIT,
determine the last table verified by reviewing the "SUMMARYS$FILE " file in
SFDEV. The last table verified can also be determined by listing table DART
and reviewing the "CHKDATE" and "CHKTIME" fields for the most recently
verified table.

Some tables will output information or warning messages as though they
are being changed. However, no changes will be made since TABAUDIT
does not execute any write procedures.

For example, when TABAUDIT is performed on table DATASIZE the
following message is output for every tuple checked:

A restart is needed for this change to take effect. Check the NTP as to
which is appropriate warm or cold.

Or for example, when STDPRTCT is checked, the additional output is:
Warning: Changes in table STDPRTCT may alter office billing.

a. Until the amount of time required to verify all tables is known for a
particular site it is recommended to perform the verification on a range
of tables using the "FROM" and "TO" options and information found in
table DART.

> TABAUDIT FROM < start table >[TO< endtable >]
<device name >

For example, to obtain table names in increments of 100, enter Table
DART, list, go down 100 and list two. Record or print the table names.
Continue this until the end of table DART is reached.

> TABLE DART,; LIST  (output will be the "FROM" table name)

> DOWN 100; LIST 2 ( output will be the "TO" table name of the
first 100 and the "FROM" table name for the second 100)

> DOWN 100; LIST 2 (repeat until the end of table is reached)
> LEAVE

Perform TABAUDIT on the first 100 tables as shown in the following
example:

> TABAUDIT FROM DART TO BGDATA < device name >

When complete, perform TABAUDIT on the next 100. Repeat until all
tables have been verified.

b. Use the TABAUDIT ALL command to perform the data verification
function on all tables listed in table DART using just one command.

> TABAUDIT ALL < device name >

-continued-
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Procedure 1
Run TABAUDIT (continued)

2 Review the summary output and any failed table files. If any table fails,
contact the translations engineer who can help in resolving any data
consistency issues. To verify a corrected table, run TABAUDIT ONLY and
specify the corrected table.

> TABAUDIT ONLY < table name > < device name >
Continue until all tables have been corrected.

3 When all tables have been corrected, if time permits, perform a TABAUDIT
on all the tables again by range or by use of the "ALL" command. This is to
ensure that no changes performed in step 2 have adversely affected other
tables.
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Procedure 2
Run CHECKTAB (BCS33 and lower)

Perform this procedure at 15 days prior to the software delivery date. This
allows time to correct any table data problems that might be found.

For offices on BCS 33 and lower that are scheduled for a complete One
Night Process (not Hybrid), please refer to your Site Notification Package (or
contact the NT Customer Service Representative) for the appropriate
procedure concerning the use of CHECKTAB.
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Site responsibilities the day of the software delivery

The following steps must be completed by site persdmeferethe software
delivery engineer contacts the site for the scheduled software delivery.

Procedure 1
Day zero checklist

1 Site Verify that all problems identified from performing table data checks
have all been resolved.

2 Verify that the front-end processors have been in sync for the past 24 hours
and the last REX test has passed.

3 Verify an image has been taken in the last 24 hours and backed to tape.

4 Ensure you have undertaken your critical test call plan and verified it. (See
Appendix C: Test Call Scripts.)

5 Verify SFDEV has been cleared of all Telco/site-created files.

6 Verify all to_BCS patches have been downloaded to site and are present in
SFDEV.

7 LIU7 image with feature AQ1102

In preparation for the ONP, assuming that the LIU7s have had their software
loads upgraded, dump an image of an INSV LIU7. There should be no
changes to the tables C7GTT, C7TGTTYPE, C7TNETSSN, or C7DCIS6
between the time this image is dumped and when the ONP occurs.

This is to utilize feature AQ1102, which allows faster recovery of LIU7s

under certain circumstances. Please refer to the feature description for
details of the possible recovery scenarios.

Note: If an image with up-to-date data is not available, then data sync of an
LIU7 following the CC Warm SWACT may take considerable time if table
C7GTT is very large.
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5-18 Site responsibilities the day of the software delivery (continued)

Procedure 2
Patch verification

The Site is responsible for the following patch verification step.

1 Site/ACT All patches downloaded to SFDEYV after the final office review
should be copied to tape (or to disk) and LEFT IN SFDEV.

- From-side patches that are process-related (affecting ONP tools) will be
applied by the BCS Applicator on the night of the BCS application.

. To-side front-end and MS patches in SFDEV will be automatically applied
to the new BCS load on the night of the BCS application.
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Procedure 3
Run DATADUMP

1 Site/ACT Run DATADUMP to output important switch information for future
reference.

a. >LOGUTIL;STOPDEV < printer >
where <printer> is an available printer to be used for recording. This
makes sure the logs are stopped on the device.

> LEAVE

b. > RECORD START ONTO <printer >

C. > BCSUPDATE;DATADUMP {for BCS33 and higher}
When DATADUMP is completed:
> QUIT

d. > DRCI;RUNEXEC DATA_DUMP {for BCS32 and lower}
When DATADUMP is completed:
> QUIT

e. > RECORD STOP ONTO <rinter >
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Procedure 4
FX voice and data

1 Site Ensure there will be uninterrupted communication with the software
delivery engineer during the software delivery. (Provide FX voice and data
lines.)

2 Ensure at least two dialup ports are operational-one on each I0C. These
should have COMCLASS of ALL.

3 Verify user names to be used during the software update have PRIVCLAS of
ALL.
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Preliminary phase procedure

This section details both SITE and BCS applicator (App) activities required
for a One Night Process software delivery.

The actual software delivery begins when the software delivery engineer puts
the switch into simplex mode (drops sync) and loads the inactive CPU with
the new BCS software load.

Two dialup ports are required, one for the active side processor (label it
ACT) and one for the inactive side processor (label it INACT). Remember
to acquire a soft copy of the console sessions for both terminals.

Note: Telco may elect to monitor the application process by recording
onto printers. This can impact the software delivery time. Site may start
recording by issuing the following command for two printers, one for
each of the dialup ports to be used by the applicator: "RECORD START
FROM <terminal_id> ONTO <printer>."

CAUTION
Ensure no hardware changes or retrofits are in progress. This includes
network or memory extensions and peripheral additions/deletions.
These activities are prohibited during the BCS application. Such
hardware must be made INB (installation busy), and any further
software changes must cease.
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Procedure 1
Interrupt/ABORT process

Both SITE and Applicator should be familiar with each of the following
steps before continuing with the procedures in this section.

If problems develop during the software delivery, resort to one of the
following actions.

1 If the MOVEBCS process must be halted or interrupted, use the MOVEBCS
HALT option. Refer to "Interrupt MOVEBCS" in Appendix A (page A-19).

2 If the TABXFR process must be halted or interrupted, use the HALT option.
Refer to "Interrupt TABXFR" in Appendix A (page A-24).

3 It may be necessary to STOP (and reschedule) the application after
PRESWACT has been implemented, but before the switch of activity. Refer
to "PRESWACT Abort" in Appendix A (page A-29).

4 If a controlled REVERT is required after the switch of activity (SWACT) refer
to "Revert to old load procedure" (page 5-107).

5 If an emergency ABORT is required after the switch of activity (SWACT)
refer to "Emergency Abort procedure” (page 5-129).
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Procedure 2
Remote login

1 App/ACT Contact the control center (if required) and the site on the voice
phone and connect to both dialups. Verify one dialup port is on IOCO and
the other is on I0C1.

2 App/ACT Login the users and if applicable, set LOGINCONTROL.

a.
b.

or

<break>

?LOGIN
Enter username and password {system response}

> <username> <password>

> <username>

> <password>

where username and password can both be found on the Pre-
application report.

For BCS33 and higher enter:

> BCSUPDATE;DEVICE

> QUIT

For BCS32 and lower enter:

> LOGUTIL;STOP;STOP

> LEAVE

> LOGINCONTROL <device> QUERY

{Note the name of this device}

Verify Open Condition Logoutis N. If not, retain the original status and
enter:

> LOGINCONTROL <device> OPENFORCEOUT FALSE
Verify Max Idle Time is Forever. If not, retain original status and enter:
> LOGINCONTROL <device> MAXIDLETIME FOREVER

> LOGINCONTROL <device> DISABLEON REMOVE
<forceout_conditions> {conditions obtained in substep d above}

Repeat this entire step on the other terminal device.
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Procedure 3

Check logs NT40

1 App/ACT For BCS33 and higher check logs to verify processor stability.
> BCSUPDATE;LOGCHECK

> QUIT
Do not continue until all logs have been explained.

2 App/ACT For BCS32 and lower check logs to verify processor stability.
> LOGUTIL

> OPEN <log_buffer  >;WHILE(BACK)()
where <log_buffer> refers to CC, CMC and MISM logs.

> LEAVE

> TRAPINFO
Check for store parity traps, MISM (mismatch), and store checksum logs. Do
not continue until all logs have been explained.
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Procedure 4
Stop journal file
1 App/ACT ROTATE and STOP the Journal File recording.

a. >MAPCI;MTC;IOD;DIRP;QUERY JF ALL
Check which JF volume is currently active.

b. > CLOSE JF ACTIVE
QUERY again to verify rotation.

C. > JF STOP
Verify stopped.

d. > QUIT MAPCI
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Procedure 5
Drop sync NT40

CAUTION
Observe ANTI-STATIC precautions
throughout the NT40 drop sync and initialization procedure.

1 Site On each CCC, at shelf 51, card location 16 (NT1X48), verify the Enab
switches are down, the NoSync LEDs are off (in SYNC), the Dact switches
are to the left (unjammed), and the thumbwheels are on 5.

2 App/ACT Type:
> MAPCI;MTC;CC

3 App/ACT Ensure the CPU you want to load with the new BCS load is
currently the inactive side.
For example: If you will be loading CC 0 with the new BCS image, then CC 0
must be made inactive.

b. If needed switch activity of the CC using SWACT (CC level).

C. Align the CC and CMC clock on the same side (SYNCLK level).
For example: CC 0 inactive with clock 0 slaved.

4 Site/INACT Locate the NT1X48 card on the inactive CPU (with the /nact LED
lit).

5 Site/INACT JAM the inactive CPU by moving the Dact switch to the right.

6 Site and App From the MAP display confirm the JAM is on.

7 App/ACT Drop sync from the CC level of the MAP.
> MAPCI;MTC;CC;DPSYNC
>YES {if prompted to disable AUTO PATCHING}
>YES {to confirm DPSYNC}

8 Site/INACT Site must tell the engineer when the inactive CC is flashing Al.

9 App/ACT
> QUIT MAPCI

-continued-
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Procedure 5
Drop sync NT40 (continued)

10

Site Initialize the inactive CPU as follows.

a.
b.

INACT On the inactive CC put enable switch UP.

INACT Move thumbwheel to 7 and press RESET.
Display should immediately freeze on A1.

INACT Move thumbwheel to 8 and press RESET.
Display should go to a solid A2, then to flashing D2 when process is
complete. (This initializes the program store.)

INACT Move thumbwheel to 9 and press RESET.
Display should go to a solid A3, then to flashing D3 when process is
complete. (This initializes the data store.)

INACT Move thumbwheel to 7 and press RESET.
Display should immediately freeze.

INACT Move thumbwheel to 5, but DO NOT PRESS RESET!
INACT Put enable switch back DOWN.
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Procedure 6
BULLETINS before LOADMATE

1 App Verify and perform all software delivery bulletins and workarounds that
are required prior to beginning LOADMATE.
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Procedure 7
Loadmate NT40

1

Site/ACT Load the new BCS IMAGE tape on an available tape drive <x>.
a. > MOUNT <x> {lists the image load file}

b.  Verify the image file on the tape is correct.

> LIST T< x>TO < filename >
where <filename> is the image load file to be loadmated.

> LDMATE < filename >

Site and App/INACT Wait for loadmate to complete and the inactive
processor to flash Al.

While waiting for loadmate, SITE may display the patches in store file
(PATCHER; DISPLAY <patch>) or may copy any new patches to the new
patch tape (or to disk).

App/ACT
> DEMOUNT T<x>

Site Remove the image tape from the tape drive.
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Procedure 8
Login inactive after Loadmate NT40

Login on the inactive processor after loadmate is complete.

1

App/ACT Type:
>MCR RTS

Allow initialization on the inactive side (flashing Al).

LOGOUT of the active side if logged in on the terminal labeled INACT.

> MATEIO

> MATELOG <device >
where <device> is the name of the terminal labeled INACT.

or

App/INACT

Enter username and password {mate-side response}
Mate> OPERATOR OPERATOR

Enter username
Mate> OPERATOR

Enter password
Mate> OPERATOR
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Procedure 9
Set date and header message

1

App/INACT Set the current date and site header message on the mate side.
Mate> SETDATE < dd mmyy > {set today's date}

Mate> SETLOGMSG '< text >'

where <text> becomes the office header on the new software load. Using
the old header as the model, change the Office Order (COEO), office
name, Product Code (or BCS level), and application date . Ensure all
symbols at the beginning and end of the header message remain the same
(including spaces).

Note: The "Order/Suborder" (Office Order) and "To Product/Version"
(Product Code/BCS) can be found in the Parmmail.

Example:
94/04/12 00:41 *** H01234 OFFICE LEC00002 120494 ***
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Procedure 10
Download application files (RTP)

1 App/ACT Download special application files to active side SFDEV.

If to_BCS 37 and higher the Applicator Package will contain the following
files:

PARMCHGS
Download PARMCHGS renaming it as "FEATDATA."
Print this file for reference information.

Note: PARMMAIL is also in the Applicator Package for reference.

SITEINFO
Download SITEINFO. This file will be used to update the Inform list

(next step) for the new software load.

2 Matecopy the SITEINFO file to the inactive, and read (execute) it.

Note: To allow further calculation of patches for a given office, the site_key
must be inserted into the inform list to identify that inform list to patadm. This
is done by applying special patches which will correct the patch inform list.

a. ACT
Matecopy SITEINFO to inactive side SFDEV.
b. INACT
Read SITEINFO (to execute) on the inactive side.

Note: When read, SITEINFO will enter patcher, create the "dummy
patches" in sfdev, apply the patches to update the inform list, and
erase the patches.
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Procedure 11
Check logs inactive NT40

1 App/INACT For BCS33 and higher check mate logs to verify processor
stability.
Mate> BCSUPDATE;LOGCHECK

Mate> QUIT
Do not continue until all logs have been explained.

2 App/INACT For BCS32 and lower check mate CC logs.
Mate> LOGUTIL;OPEN CC;WHILE(BACK)()
Mate> LEAVE

Mate> TRAPINFO
Check for store parity traps. Do not continue until all logs have been
explained. Traps from active side (FOOTPRINT) may also be shown.

3 App/INACT
Mate> TRAPINFO CLEAR
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Procedure 12
Mate-side memory check

1 App/ACT If from_BCS 32 and higher, perform a mate-side memaory check.

CAUTION
If this test fails do not continue -immediately notify the site supervisor.
The purpose of the check is to prevent a SWACT to faulty hardwar
on the inactive side.

Note: Entering the RUNSTEP command below gives a warning that the step
is done out of process. This is okay-answer YES to the prompt.

a. > BCSUPDATE;RUNSTEP MATE_MEM_CHECK

Note: This displays on the active side the result of the test,
“completed” or “not completed.” If it is not completed an error message
is also printed on the active side.

b.  Should this check fail, isolate and replace the faulty memory card on
the inactive side. For additional information, turn to
"MATE_MEM_CHECK failure" in Appendix B.

c.  >QuUIT
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Procedure 13
Retain PARM values

1 App Obtain a list of the following office parameters for reference.

> TABLE OFCVAR
> POS NODEREXCONTROL
> POS LCDREX_CONTROL
> QUIT

> TABLE OFCENG
> POS GUARANTEED TERMINAL_CPU_SHARE
> QUIT

> TABLE OFCSTD
> POS DUMP_RESTORE_IN_PROGRESS
> QUIT
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Procedure 14
Patch inactive

PATCH the inactive processor by following this procedure. (Mate patching
can instead be done manually if desired.)

Note: Entering the RUNSTEP commands below gives a warning that the
step is done out of process. This is okay-answer YES to the prompt.

1 App/INACT If coming from_BCS 31 and lower, on the mate side turn on
access to WTAB using TASTOOL procedure.

2 ACT On the active side, ensure table PADNDEYV points to the device
(typically SFDEV) containing the patches that were downloaded for the
to_BCS.

> TABLE PADNDEV;LIST ALL
If there are devices in this table that do not contain to_BCS patches, make a
note of the tuples and DELETE them.

Note: MOVEBCS or TABXFR will attempt mate patching again (until this is
patched out). After MOVEBCS/TABXFR does this, you will need to restore
the original data in table PADNDEV. There are two ways of doing this:

1. In procedure "MOVEBCS/TABXFR setup”-Set a stop point in
MOVEBCS/TABXFR to stop before table PADNDEYV is moved. (At that point
the patching will be completed.) Then when it stops edit the table on the
active side and allow the data transfer to continue.

2. In procedure "MOVEBCS/TABXFR completed"-Allow MOVEBCS/
TABXFR to run to completion as usual. Then edit table PADNDEYV on both
the active and inactive sides.

3 > BCSUPDATE;RUNSTEP VERIFY_DSLIMIT

4 > RESET

5 > RUNSTEP DISABLE_AUTOIMAGE
Note: This step is not valid if the AUTOIMAGE feature is not available.

6 > RUNSTEP SET_OFFICE_TUPLES

7 > RUNSTEP SEND_PATCHES

8 > RUNSTEP APPLY_PATCHES

9  >QUIT

-continued-
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Procedure 14
Patch inactive (continued)

10 Site and App/INACT Print the PATCHS$FILE and review applied (mate)
patches.

Mate> LISTSF ALL;PRINT PATCHS$FILE
If you need to DISPLAY any patches that were applied on the inactive side,
these patches can still be accessed from the active side.

11  Mate> TRAPINFO

If trap occurred, do not continue until the trap is explained and action taken
to correct the error.
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Procedure 15
Activate patches inactive

1 App/ACT Determine which ACT patches are activated in the old load.

a.

> PATCHEDIT
This command shows a list of 'ACT' patches and which ones are
activated (turned on).

Review the patch list to determine which patches are currently
activated (ON) on the active side.

Normally any ACT patch activated in the old load should be manually
activated in the new load (see next step).

2 Site and App/INACT As needed activate ACT patches on the inactive side.

a.
b.

Mate> PATCHEDIT

Compare the mate-side patch list with active-side list obtained above.
Decide with the site if any patches need to be activated (set "ON") at
this time.

Passwords will be provided on the ‘APF' report for any "feature
patches" in the new BCS load. Give the password to Telco, but do
NOT activate the patch at this time unless already ON in the old load.

Mate> PATCHEDIT <patch> ON
This activates the patch.

Repeat this command for each patch to be activated.

Also determine from comparing the patch lists if any ACT patches
should be set to "NA" (no audit) state.

Mate> PATCHEDIT <patch> NA
This sets the patch to "NA" state.

Repeat this command for each patch to be set to "NA."
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Procedure 16
Restart inactive for patches

1

App Perform each of three types of restarts (warm, cold, and reload) on the
inactive side to satisfy the requirements of any patch(s) needing a restart.

Note: Sequence of restarts is not important.
INACT
Mate> RESTART < restart type >

Mate> YES {for confirmation}

Allow initialization on the inactive side (flashing Al).

Login on the inactive side.

Repeat above steps for each type of restart required.
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Procedure 17
IPL modules

1 App/ACT If from_BCS 30 and lower, to avoid problems using
STATUSCHECK, STATUSUPDATE, and RESTARTSWCT because of
device/hardware irregularities, do the following.

a. > QUERY <module>
where <module> is:
NODESTAT STCSTAT IPMLSTAT
CARRSTAT JCTRSTAT DCHSTAT

Repeat QUERY for each module listed.

Note: OPMSTAT, CCS6STAT, RCUSTAT, and CSCSTAT are also
status modules, but do not require this procedure. The counts for these
modules are set to their maximum values.

b. If any module is loaded, as indicated by the QUERY command, enter
the following:

> RUN <xxxx> IPL
where <xxxx> is a loaded module.

Note: Three or four SWERRS will be generated for each module
entered in this step. The SWERRS are expected and indicate that
procedures and counts for the hardware are being updated.
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Procedure 18
SWCTCHK verification

1 App/ACT If from_BCS 29 and lower, verify Pre-application Engineering has
entered the SWCTCHK command (see Pre-application Report). If not done
earlier complete this step.

a. Ensure patch EWWO08 is applied on the active (from-side) load.
b. >SWCTCHK
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Procedure 19
MASSTC

1 App Check status in MASSTC level (TOPS office only).

a. ACT
> MASSTC
> STATUS
b. If the status is INITIAL, then no action is needed.

c. INACT If the status is DUPLICATED, then with Telco consent on the
MATE side enter:

Mate> ENABLE
or, if data is obsolete
Mate> SCRAP

d. ACT If the status is SWITCHED, then with Telco consent on the
ACTIVE side enter:

> PERM
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Procedure 20
BULLETINS before data transfer

1 App Verify and perform all software delivery bulletins and workarounds that
are required prior to beginning the data transfer (MOVEBCS/TABXFR).
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This page purposely left blank.
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MOVEBCS procedure

For COMPLETE ONP ONLY (NOT HYBRID)-This section details steps
required to move the data from the old BCS load to the new BCS load.

For from_BCS 34 and lower, the MOVEBCS is used to perform the data
transfer portion of a BCS application.

Procedure 1
Table DART

1 App Forto BCS 30 and 31 only, prepare table DART as follows.

a. ACT > MATECOPY DRNOW

b. INACT Mate> LISTSF ALL
Mate> READ DRNOW
Mate> ERASESF DRNOW
Mate> DARTEDIT
Mate> PRINTDART LONG {optional list for reference}
Mate> QUIT

Note: For additional DARTEDIT command syntax refer to MOVEBCS
summary in Appendix A.

2 App Forto_BCS 29 only, prepare table DART as follows.
a. ACT >MATECOPY DRNOW
b. INACT Mate> RESTTYPE EXTERNAL
Mate> LISTSF ALL
Mate> READ DRNOW
Mate> ERASESF DRNOW
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Procedure 2
Office PARMs

CAUTION
Before beginning read all bulletins concerning changes to
office parameters (PARMS).
Some office PARM values, if not already built into the new load, will
have to be set during the data transfer. This could involve setting stop
points in the MOVEBCS/TABXFR prior to starting.

PARAMETERS RULE-If any office PARMs are found to be different
between the old and new software loads, then follow this rule:

. Use the requested PARM value from Bermmail(or Parm Variance
Reporn).

- If there is no requested or reformatted PARM value, use the value that is
currently in the switch (old load).

Note: A reformatted value is indicated on the Parmmail as the polling
value with "R" beside it.

1 Office parameters are already set in the undatafilled BCS image.

a. Compare (delta) the parm values in the inactive side with the ordered
parameters indicated in the Parm Variance Report.

b. Normally, if any parms need to be corrected, make the required
changes before beginning the data transfer. Make the parm
corrections by changing the appropriate office tables on the inactive
side.

Note: On the mate side use commands "MOVEBCS STOP BEFORE <table
name>" and "MOVEBCS STOP AFTER <table name> " to cause the
MOVEBCS process to stop at specified tables. The "STOP BEFORE option
is safer because it does not involve pre- or post-activities which may be
attached to a particular table. (For example, "MOVEBCS STOP AFTER
NNASST is not possible since the post-activity for NNASST may include a
restart.)

When using these options remember to use "STOP CLEAR BEFORE
<table name> " or"STOP CLEAR AFTER <table name> " before
continuing MOVEBCS. This clears the previous stop points.
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Procedure 3
Stop after CLLIMTCE$DIAGDATA

1 App/INACT For from_BCS 26 and to_BCS 29 type:
Mate> MOVEBCS STOP AFTER CLLIMTCE$DIAGDATA
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Procedure 4
MOVEBCS setup

1 App Set up TRACECI to monitor MOVEBCS summary and error messages
on the primary terminal (ACT).

a. ACT >TRACECIDEVICE < device_name >
where <device_name> is the name of the device labeled INACT.
Response on the inactive side:
This device is selected for TRACEing

b. INACT Mate> TRACECI TEST 'THIS IS A TEST'
"THIS IS A TEST" is output on the device selected above.

2 App/INACT Set MOVEBCS to stop at each error with a limit of not more than
100.

a. Mate> MOVEBCS LIMIT 25 {limit of 25 is recommended}
b. Mate> MOVEBCS STOPIF 1
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Procedure 5
Start MOVEBCS

1 App Start the data transfer using MOVEBCS as follows.

CAUTION
MOVEBCS will perform a mate-side memory check. If this test fails
do not continue -immediately notify the site supervisor.
The purpose of the check is to prevent a SWACT to faulty hardwar
on the inactive side.

a. INACT Mate> MOVEBCS;LOGOUT
MOVEBCS will perform an automatic restart reload after each of the
following tables is transferred: DATASIZE, NNASST (or CMSHELF),
and (conditionally) TRKMEM. Following the automatic restart,
MOVEBCS will automatically start transferring the next table listed in

table DART.

b.  Certain tables will fail with the message "This table is
Recursive... " No action is required other than to restart
MOVEBCS.

Note: This message means the table will be re-datafilled automatically
by MOVEBCS (since data for the table depends upon other tables
being datafilled first). Recursive tables may include: XLANAME,
ESAPXLA, NCOS, THOUGRP, IBNRTE, OFRT, FNMAP, and others.

C. ACT If any table fails to restore properly on the mate side, MOVEBCS
will stop (depending on STOPIF and LIMIT) and will identify the
headtable/subtable position in error.

For any table in error investigate the problem by entering on the
ACTIVE side:

> DELTA < table > NOFILE {compares old and new tuples}

or
> DELTA < table > SUB < subtable > NOFILE

d. INACT Whenever it is necessary to login on the inactive (mate) side to
correct an error, first verify a flashing A1 on the inactive processor;
then login on the mate side and make the needed changes.

e. INACT Each time you restart the MOVEBCS, also LOGOUT on the
mate side (as above).

Mate> MOVEBCS;LOGOUT

Note: Avoid unnecessary or prolonged logged-in sessions on the mate
side while MOVEBCS is running.
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Procedure 6
Copy patches

1 Site/ACT While the data transfer is running and as time allows, on the active
side copy patches in store file to the new patch tape (or to disk) and XPM
patches to disk.

Note: Following are steps to copy individual patches to tape or disk. You
may instead create a file to automatically copy these patches.

a. Install the new patch tape on a tape drive (x) with a write enable ring.
b. >LISTSFALL
C. > MOUNT <x>;LIST T< x>

d. > COPY <sfdev_patch > T< x>
where <sfdev_patch> refers to patches in SFDEV listed in step 1.b.

e. Repeat COPY for each patch in SFDEV.
> DEMOUNT T<x>
> LISTSF ALL

> @ -

List the disk volume where the XPM loads (and patches) normally
reside.

> COPY < xpm_patch > < pmload_disk >

where <xpm_patch> refers to XPM patches in SFDEV (format
aaannXyy$PATCH: aaa is alphabetic, nn is numeric, and yy is the
BCS number), and where <pmload_disk> is the XPM disk volume
listed above. Do not perform if there are no XPM patches in SFDEV, if
there are no XPMs or if there are no disks.

J- Repeat COPY for each XPM patch in SFDEV.
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Procedure 7
Table CLLIMTCE$DIAGDATA

1 App/INACT For from_BCS 26 and to_BCS 29: if a stop point was set
previously, expect MOVEBCS to stop after table CLLIMTCE subtable
DIAGDATA is restored to allow the following workaround to be done.

a. After MOVEBCS stops, login on the inactive (mate) side and enter:
Mate> FIXDIAG

b. CLEAR the stop point that was set AFTER CLLIMTCE$DIAGDATA
Mate> MOVEBCS STOP CLEAR AFTER CLLIMTCE$DIAGDATA

C. Restart MOVEBCS.
Mate> MOVEBCS;LOGOUT
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Procedure 8
MOVEBCS completed

1 MOVEBCS is finished when you receive the following message.
INACT - completed D/R of office

Note: Do not perform the following step if PADNDEV data was manually restored
during the MOVEBCS. (See procedure "Patch inactive.")

2 ACT and INACT On BOTH the active and inactive sides, change table
PADNDEYV back the way it was before patching the mate side.
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Procedure 9
Login inactive

1

App/INACT Verify a flashing A1 on the inactive processor.

Login on the mate side as follows.
a. ACT
> MATEIO

> MATELOG <device >
where <device> is the name of the terminal labeled INACT.

b. INACT

Enter username and password {mate-side response}
Mate> OPERATOR OPERATOR

or Enter username
Mate> OPERATOR

Enter password
Mate> OPERATOR
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Procedure 10
Print reports

1 App Generate a final data transfer report. This will include both the table
exception report and the NTX package delta.

a. ACT Only if RECORD START was not done previously, type the
following.

> RECORD START FROM <erminal_id > ONTO <printer >
where <terminal_id> is the terminal device labeled INACT, and
<printer> refers to a printer used to collect the data transfer
information.

b. INACT
Mate> MOVEBCS REPORT

C. ACT Only if RECORD START was done in substep a (above), type the
following.

> RECORD STOP FROM <erminal_id > ONTO <printer >
where <terminal _id> and <printer> are the devices used above.
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Procedure 11
Trapinfo inactive

1 App/INACT Type:
Mate> TRAPINFO

If a trap has occurred, do not continue until the trap is explained.
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TABXFR procedure
For COMPLETE ONP ONLY (NOT HYBRID)-This section details steps
required to move the data from the old BCS load to the new BCS load.

For from_BCS 35 and higher, the TABXFR increment is used to perform the
data transfer portion of a BCS application.

Procedure 1
Office PARMs with TABXFR

CAUTION
Before beginning read all bulletins concerning changes to
office parameters (PARMS).
Some office PARM values, if not already built into the new load, will
have to be set during the data transfer. This could involve setting stop
points in the MOVEBCS/TABXFR prior to starting.

PARAMETERS RULE-If any office PARMs are found to be different
between the old and new software loads, then follow this rule:

« Use the requested PARM value from Bermmail(or Parm Variance
Reporn}.

- If there is no requested or reformatted PARM value, use the value that is
currently in the switch (old load).

Note: A reformatted value is indicated on the Parmmail as the polling
value with "R" beside it.

1 If to_BCS36 and lower -Office parameters are already set in the
undatafilled BCS image.

a. Compare (delta) the parm values in the inactive side with the ordered
parameters indicated in the Parm Variance Report.

b. Normally, if any parms need to be corrected, make the required
changes before beginning the data transfer. Make the parm
corrections by changing the appropriate office tables on the inactive
side.

-continued-
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Procedure 1
Office PARMSs with TABXFR  (continued)

2 If to_BCS37/CSP02 and higher -With the introduction of CSP02 office
parameters will be set as part of the TABXFR.

a. Compare (delta) the parm changes to be applied by the FEATDATA
file with the ordered parameters indicated in the Parmmail.

Note: PARMMAIL and PARMCHGS files are in the Applicator
Package. All new and changed parm values as indicated in
PARMMAIL are also listed in PARMCHGS (and FEATDATA).

b. If any parms need to be changed, edit the FEATDATA file to reflect the
corrected parm values. TABXFR will use this file to set the parms.

C. App/ACT Once the FEATDATA file is verified correct, MATECOPY the
file to inactive (mate) side SFDEV. This file will be processed after the
parm tables restore.
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Procedure 2
TABXFR setup

1 App Set up TRACECI to monitor TABXFR summary and error messages on
the primary terminal (ACT).
a. ACT >TRACECIDEVICE < device_name >
where <device_name> is the name of the device labeled INACT.
Response on the inactive side:
This device is selected for TRACEing
b. INACT Mate> TRACECI TEST 'THIS IS A TEST'
"THIS IS A TEST" is output on the device selected above.
2 App/INACT Set up and initialize the TABXFR platform used to perform the

table transfers.

a.

Mate> TABXFR
TABXFR: {system response}

Mate> STOPIF 1
Table transfer will stop after this number of failures.

Mate> LIMIT 25
Limits the number of failures allowed on a table.

Mate> SETUP STANDARD
TABXFR type set to: STANDARD. {system response}

Note: The STATUS command can be used at any time while in the
TABXFR increment to display information about the setup and status
of the data transfer.
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Procedure 3
Start TABXFR

1 App Start the data transfer using TABXFR as follows.

CAUTION
TABXFR will perform a mate-side memory check. If this test fails
do not continue -immediately notify the site supervisor.
The purpose of the check is to prevent a SWACT to faulty hardwar
on the inactive side.

a. INACT Mate> TABXFR;STARTXFR;LOGOUT
TABXFR will perform an automatic restart reload after each of the
following tables is transferred: DATASIZE, NNASST (or CMSHELF),
and (conditionally) TRKMEM. Following the automatic restart, TABXFR
will automatically start transferring the next table listed in table DART.

Note: A list of empty head tables is sent to the inactive side at the
beginning of TABXFR. The applicator may also see empty sub tables
that are not on the list being transferred. This is normal and is design
intent.

b.  ACT If any table fails to restore properly on the mate side, TABXFR
will stop (depending on STOPIF and LIMIT) and will identify the
headtable/subtable position in error.

For any table in error investigate the problem by entering on the
ACTIVE side:

> DELTA < table > NOFILE {compares old and new tuples}

or
> DELTA < table > SUB < subtable > NOFILE

C. INACT Whenever it is necessary to login on the inactive (mate) side to
correct an error, first verify a flashing A1 on the inactive processor;
then login on the mate side and make the needed changes.

d. INACT Continue theTABXFR as follows. Also LOGOUT on the mate
side (as above).

Mate> TABXFR;STARTXFR;LOGOUT

Note: Avoid unnecessary or prolonged logged-in sessions on the mate
side while TABXFR is running.
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Procedure 4
Copy patches

1

Site/ACT While the data transfer is running and as time allows, on the active
side copy patches in store file to the new patch tape (or to disk) and XPM
patches to disk.

Note: Following are steps to copy individual patches to tape or disk. You
may instead create a file to automatically copy these patches.

a. Install the new patch tape on a tape drive (x) with a write enable ring.
b. >LISTSFALL
C. > MOUNT <x>;LIST T< x>

d. > COPY <sfdev_patch > T< x>
where <sfdev_patch> refers to patches in SFDEV listed in step 1.b.

e. Repeat COPY for each patch in SFDEV.
> DEMOUNT T<x>
> LISTSF ALL

> @ -

List the disk volume where the XPM loads (and patches) normally
reside.

> COPY < xpm_patch > < pmload_disk >

where <xpm_patch> refers to XPM patches in SFDEV (format
aaannXyy$PATCH: aaa is alphabetic, nn is numeric, and yy is the
BCS number), and where <pmload_disk> is the XPM disk volume
listed above. Do not perform if there are no XPM patches in SFDEV, if
there are no XPMs or if there are no disks.

J- Repeat COPY for each XPM patch in SFDEV.
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Procedure 5
TABXFR completed

1 App TABXFR is finished when you receive the following message.
INACT - completed D/R of office

Note: Do not perform the following step if PADNDEV data was manually restored
during the TABXFR. (See procedure "Patch inactive.")

2 ACT and INACT On BOTH the active and inactive sides, change table
PADNDEYV back the way it was before patching the mate side.
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Procedure 6
Login inactive

1

App/INACT Verify a flashing A1 on the inactive processor.

Login on the mate side as follows.
a. ACT
> MATEIO

> MATELOG <device >
where <device> is the name of the terminal labeled INACT.

b. INACT

Enter username and password {mate-side response}
Mate> OPERATOR OPERATOR

or Enter username
Mate> OPERATOR

Enter password
Mate> OPERATOR
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Procedure 7
Print reports TABXFR

1 App Generate a final data transfer report. This will include both the table
exception report and (with BCS36 and lower) the NTX package delta.

a. ACT Only if RECORD START was not done previously, type the
following.

> RECORD START FROM <erminal_id > ONTO <printer >
where <terminal_id> is the terminal device labeled INACT, and
<printer> refers to a printer used to collect the data transfer

information.
b. INACT
Mate> REPORT {still in TABXFR increment}
Mate> QUIT {quits out of TABXFR}
C. ACT Only if RECORD START was done in substep a (above), type the
following.

> RECORD STOP FROM <erminal_id > ONTO <printer >
where <terminal _id> and <printer> are the devices used above.
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Procedure 8
Trapinfo inactive

1 App/INACT Type:
Mate> TRAPINFO

If a trap has occurred, do not continue until the trap is explained.
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PRESWACT procedure

This section details steps required to prepare for the CC activity switch to the
new software load.

Procedure 1
BULLETINS before PRESWACT

1 App Verify and perform all software delivery bulletins and workarounds that
are required prior to beginning PRESWACT.
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Procedure 2
Start PRESWACT
1 App/ACT Perform PRESWACT of BCSUPDATE.

Note: Please logout all users on the inactive side while PRESWACT is
running.

> BCSUPDATE
> PRESWACT

2 Read the following notes, and continue the procedure while PRESWACT is
running.

Note 1: PRESWACT runs all steps required before the CC switch of activity
and flags them as completed when they pass. If any error occurs,
PRESWACT will stop and give instructions. If this is the case, follow
PRESWACT instructions to correct the problem (contact the site supervisor if
necessary).

As an example:

TABLE_DELTA executing
Table AMAOPTS *** Checksum incorrect, keys incorrect

TABLE_DELTA not complete

ACT - Error: Inactive table data did not match.
Correct error condition. Enter Preswact to continue
For any table in error, investigate the problem by entering:

> DELTA <table> NOFILE {compares new/old tuples}

or > DELTA <table> SUB <subtable> NOFILE
To continue, run PRESWACT again by entering:

> PRESWACT

Note 2: A hardware conversion (such as LTC/LTCI) scheduled concurrently
with the BCS upgrade will require certain table changes, additions or
deletions. PRESWACT step TABLE_DELTA will detect a mismatch between
the old and new data, and will stop, indicating an error. If this is the case,
confirm the table differences are due to the conversion, resolve any
differences, and run PRESWACT again (type >PRESWACT) to continue.

-continued-
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Procedure 2
Start PRESWACT (continued)

Note 3: PRESWACT step TABLE_DELTA may also display an informative
message without stopping. When this occurs, it is not considered an error;
rather, it is an indication that something is different in the old and new BCS
loads. Note the information displayed, and at a convenient stopping point,

compare the old and new loads to understand and validate the differences.

As an example:
TABLE_DELTA executing

Table ATTCONS Checksum incorrect, keys match

TABLE_DELTA complete
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Procedure 3
PRESWACT DIRP and billing

Site and software delivery engineer should work together to prepare both
PRIMARY and PARALLEL DIRP billing subsystems for the CC switch of
activity (SWACT). This procedure gives the steps to accomplish this
preparation.

Note: Site can begin doing this procedure while the Applicator continues
with other PRESWACT procedures.

1.0 Disk drive parallel DIRP coming from BCS31 and lower

a. Site/ACT In table DIRPSSYS determine which disks are being used for
parallel DIRP recording.

The result of PRESWACT step CHECK_DIRP_PARVOLS displays the
parallel DIRP devices in table DIRPSSYS or DIRPPOOL.

b. For a parallel volume that is on DISK, from the DIRP level CLOSE the
parallel file and DMNT the volume. Then remove the volume from table
DIRPSSYS by replacing the volume name with nil volume ($).

C. Copy the parallel files to tape to prevent loss of parallel data if that is
Telco policy.

d. Erase all closed parallel DIRP files from the disk:

> CLEANUP FILE < parallel_filename >
where <parallel_filename> is each file to be erased.

e. Reformat the parallel disk volume:

> DIRPPFMT < parallel_volume >
where <parallel_volume> is the original volume name.

f. If to_BCS 32 and higher, rename the first file on the reformatted
parallel volume (created by the "dirppfmt" command). Using the
"renamefl" command, change the file name from "DIRPPARALLEL" to
"B0O00000000000" (12 zeros).

g. Site and App/INACT If from_BCS 31, ensure that parallel disk volumes
are in table DIRPPOOL on the inactive side. This allows the disk to be
recovered by DIRP after SWACT. If necessary manually datafill the
volume names in DIRPPOOL on the inactive side before SWACT.

-continued-
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Procedure 3
PRESWACT DIRP and billing (continued)

1.1 Disk drive parallel DIRP coming from BCS32 and higher

Note: If from_BCS 32 and higher, Site no longer has to take down parallel
billing if on disk.

Site and App/INACT Ensure that parallel disk volumes are in table
DIRPPOOL on the inactive side. This allows the disk to be recovered by
DIRP after SWACT. If necessary manually datafill the volume names in
DIRPPOOL on the inactive side before SWACT.

If from_BCS 34 and higher, PRESWACT step DIRPPOOL_CHECK displays
the datafill for table DIRPPOOL on the inactive side.

If from_BCS 33 and lower, PRESWACT step CHECK_DIRP_PARVOLS
displays the parallel DIRP devices in table DIRPSSYS or DIRPPOOL.

DIRP will recover parallel recording to disk on the newly-active side after
SWACT.

CAUTION

Recently recorded parallel data may be overwritten.
Site should copy the parallel files to tape to prevent loss of parallel
data if that is Telco policy.
- If a single parallel volume is in use, information on the volume w
be lost over SWACT.
- If more than one parallel volume is allocated to DIRP, DIRP will
start recording after SWACT on the volume with the oldest time
stamp. Hence information on that volume will be lost over SWACT

2

Disk drive PRIMARY billing

a. Site/ACT If on disk (DDU), from the DIRP level ROTATE any active
billing subsystem (such as AMA SMDR OCC CDR).

b. If required by Telco policy copy unprocessed DIRP files to back-up
tape (using DIRPAUTO or DIRPCOPY commands).

C. Verify that table DIRPHOLD contains no unprocessed billing files (if
DIRPAUTO was used above).

-continued-
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Procedure 3
PRESWACT DIRP and billing (continued)

d.  Site and App/INACT If from_BCS 32 and higher, ensure that regular
disk volumes are in table DIRPPOOL on the inactive side. This allows
the disk to be recovered by DIRP after SWACT. If necessary manually
datafill the volume names in DIRPPOOL on the inactive side before
SWACT.

If from_BCS 34 and higher, PRESWACT step DIRPPOOL_CHECK
displays the datafill for table DIRPPOOL on the inactive side.
3 Tape drive PRIMARY billing

a. Site/ACT If on tape (MTD), from the DIRP level ROTATE any active
billing subsystem (such as AMA SMDR OCC CDR), CLOSE the
standby file, and DMNT the standby volume.

Example:

> ROTATE AMA

> CLOSE AMA STDBY 1

>DMNT AMA T1 {standby volume}

b. Remove the demounted standby tape from the tape drive, and put up a
new tape to be used as the next DIRP volume.

C. Prepare a new standby volume as follows.
> MOUNT <x> FORMAT <volume_id >
where <x> is the standby device nhumber, and <volume_id> is the
name of the standby volume.

If prompted enter the first filename, or if system response is:
"request aborted. Tape not expired (use ERASTAPE)"

then select an unused or expired tape for formatting.

> DEMOUNT T<x>

Leave the standby volume at load point and ON LINE. Immediately
following SWACT, it will become the ACTIVE volume of the
appropriate subsystem.

d. Site and App/INACT If from_BCS 32 and higher, ensure that regular

tape volumes are in table DIRPPOOL on the inactive side. This allows
the tape to be recovered by DIRP after SWACT. If necessary manually
datafill the volume names in DIRPPOOL on the inactive side before
SWACT.

If from_BCS 34 and higher, PRESWACT step DIRPPOOL_CHECK
displays the datafill for table DIRPPOOL on the inactive side.

-continued-
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Procedure 3
PRESWACT DIRP and billing (continued)

4.0 DPP/BMC PRIMARY billing coming from BCS31 and lower

a.

Site/ACT If on DPP or BMC, from the DIRP level ROTATE any active
billing subsystem (such as AMA SMDR OCC CDR), CLOSE the
standby file, and DMNT the standby volume.

Note: DIRP sees DPP/BMC as a tape drive port.

Perform this step to close the last file on the DPP and open a new one.
Telco may POLL the DPP if desired when this is complete.

> MAPCI;MTC;I0D;DPP AMA;IDXMAINT CREATE FILE AMA
This re-establishes the block header on the DPP.

Display current DPP settings to hardcopy (retain for POSTSWACT).
Prepare a new standby volume as follows.

> MOUNT <x> FORMAT <volume_id >
where <x> is the standby device number, and <volume_id> is the
name of the standby volume.

If prompted enter the first filename, or if system response is:
"request aborted. Tape not expired (use ERASTAPE)" then enter:

> ERASTAPE <x>
where <x> is the standby device number.

Note: On a DPP/BMC it is safe to use the ERASTAPE command,
since this does NOT actually erase any billing files. The command will
not affect the collected data; it only resets DMS indicators.

System response is:
**WARNING, THIS TAPE WILL BE ERASED***

If a mistake is made, a real tape could be erased.

At this point again confirm the device is a port to a DPP or BMC,

CAUTION

and NOT an unexpired billing tape.

Enter YES to confirm the command.
> DEMOUNT T<x>

If ERASTAPE command was used, repeat this substep (d) to rename

the volume.

Leave the standby volume demounted. Immediately following SWACT,

it will become the ACTIVE volume of the appropriate subsystem.
-continued-
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Procedure 3
PRESWACT DIRP and billing (continued)

e. Site and App/INACT If from_BCS 31, ensure that regular DPP/BMC
volumes are in table DIRPPOOL on the inactive side. If necessary
manually datafill the volume names in DIRPPOOL on the inactive side
before SWACT.

Mate> TABLE DIRPPOOL;POS < pool_# >
where <pool_#> is the number for DPP AMA pool.

If going to BCS32 and higher CHANGE field DEVTYPE in table
DIRPPOOL to DPP (not TAPE).

CAUTION
Starting in BCS32 in a pool of DPP or BMC volumes,
field DEVTYPE in table DIRPPOOL should be DPP (not TAPE).
Otherwise, if datafilled as TAPE you will have to recover the volum
manually after SWACT.

f. Site and App/ACT If SMDR recording is on BMC (datafilled as TAPE in
table DIRPSSYS/DIRPPOOL) and NO standby volume is available for
BMC, then mount a temporary STDBY volume. In table
DIRPSSYS/DIRPPOOL add the TAPE device as a standby BMC. Also
add the device in DIRP_REC (see the following substep). Leave the
STDBY TAPE demounted. DO NOT ROTATE the BMC. This volume
will be used to rotate the BMC port OUT and back IN during
POSTSWACT.

Note: Some SMDR recording applications on BMC collect SMDR
records based on customer group ID only, and it is necessary to rotate
the BMC tape port IN during POSTSWACT to ensure that any changes
to the customer group IDs are passed to the BMC upon rotate (to
ensure the RECORD HEADER is correct).

g.  Site and App/INACT Verify the DIRP_REC file on the inactive side is
correct for the SWACT to the new BCS load.

Mate> LISTSF ALL

Mate> PRINT DIRP_REC

If necessary, edit DIRP_REC to make corrections.
-continued-
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Procedure 3
PRESWACT DIRP and billing (continued)

If going to BCS32 and higher, delete the DPP tuple in the DIRP_REC
file as follows. (This prevents incorrect data from being added to table
DIRPPOOL as part of the POSTSWACT procedures.)

Mate> EDIT DIRP_REC

Mate> DOWN '<  poolname > {name of the pool using the DPP}
Mate> DELETE

Mate> ERASESF DIRP_REC

Mate> FILE SFDEV DIRP_REC

4.1 DPP/BMC PRIMARY billing coming from BCS32 and higher

a.

Site/ACT Perform this step to close the last file on the DPP and open a
new one. Telco may POLL the DPP if desired when this is complete.

> MAPCI;MTC;IOD;DPP AMA;IDXMAINT CREATE FILE AMA
This re-establishes the block header on the DPP.

Site and App/ACT If SMDR recording is on BMC (datafilled as TAPE in
table DIRPPOOL) and NO standby volume is available for BMC, then
mount a temporary STDBY TAPE volume. In table DIRPPOOL add the
TAPE device as a standby BMC. Also add the device on the inactive
side (see the following substep). Leave the STDBY TAPE demounted.
DO NOT ROTATE the BMC. This volume will be used to rotate the
BMC port OUT and back IN during POSTSWACT.

Note: Some SMDR recording applications on BMC collect SMDR
records based on customer group ID only, and it is necessary to rotate
the BMC tape port IN during POSTSWACT to ensure that any changes
to the customer group IDs are passed to the BMC upon rotate (to
ensure the RECORD HEADER is correct).

Site and App/INACT Ensure that regular DPP/BMC volumes are in
table DIRPPOOL on the inactive side. If necessary manually datafill
the volume names in DIRPPOOL on the inactive side before SWACT.

Mate> TABLE DIRPPOOL;POS < pool_# >
where <pool_#> is the number for DPP AMA pool.
-continued-
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Procedure 3
PRESWACT DIRP and billing (continued)

Verify field DEVTYPE in table DIRPPOOL is DPP (not TAPE).

CAUTION
Starting in BCS32 in a pool of DPP or BMC volumes,
field DEVTYPE in table DIRPPOOL should be DPP (not TAPE).
Otherwise, if datafilled as TAPE you will have to recover the volum
manually after SWACT.

If from_BCS 34 and higher, PRESWACT step DIRPPOOL_CHECK
displays the datafill for table DIRPPOOL on the inactive side.

5.0 Tape drive parallel DIRP coming from BCS33 and lower

a. Site/ACT In table DIRPSSYS or DIRPPOOL determine which MTDs
are being used for parallel DIRP recording.

The result of PRESWACT step CHECK_DIRP_PARVOLS displays the
parallel DIRP devices in table DIRPSSYS or DIRPPOOL.

Note: TAPEX cannot be used for parallel recording.

b. For a parallel volume that is on TAPE, CLOSE the parallel file and
DMNT the volume from the DIRP level. Remove the volume from table
DIRPSSYS or DIRPPOOL by replacing the volume name with nil
volume ($). Physically remove the tape from the drive.

C. Replace these tapes with freshly formatted, empty tapes.

Note: This substep can also be done after the CC switch of activity
(during POSTSWACT) if the tape drive is needed for other purposes.

Prepare each new parallel volume as follows.

> MOUNT <x> FORMAT <volume_id >
where <x> is the parallel device number, and <volume_id> is the name
of the parallel volume.

> DEMOUNT T<x>

Leave the tape at load point and ON LINE so it can be activated as the
new PARALLEL device after SWACT.

-continued-
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Procedure 3
PRESWACT DIRP and billing (continued)

51

Tape drive parallel DIRP coming from BCS34 and higher

Note: This step can be used to automatically recover parallel volumes after
the SWACT. Alternatively, you can do the previous step if you wish to wait
until after the SWACT to format the new parallel volumes.

a.

Site/ACT In table DIRPPOOL determine which MTDs are being used
for parallel DIRP recording. PRESWACT step DIRPPOOL_CHECK
displays the datafill for table DIRPPOOL on the inactive side.

For a parallel volume that is on TAPE, demount all EXCEPT the
current parallel volume from table DIRPPOOL by replacing the volume
name in DIRPPOOL with nil volume ($). Then physically remove the
tape from the drive.

Replace these tapes with freshly formatted, empty tapes.
Prepare each new parallel volume as follows.

> MOUNT <x> FORMAT <volume_id >
where <x> is the parallel device number, and <volume_id> is the name
of the parallel volume.

> DEMOUNT T<x>

Leave the tape at load point and ON LINE so it can be activated as the
new PARALLEL device after SWACT.

Site and App/INACT Ensure that parallel tape volumes are in table
DIRPPOOL on the inactive side. This allows the tape to be recovered
by DIRP after SWACT. If necessary manually datafill the volume
names in DIRPPOOL on the inactive side before SWACT.

PRESWACT step DIRPPOOL_CHECK displays the datafill for table
DIRPPOOL on the inactive side.

- If a single parallel volume is used for recording, the volume will be
dropped over SWACT.

- If multiple tape volumes are in use for parallel recording, the volume
in use before the SWACT will be dropped from DIRP and a freshly-
formatted, empty volume will be used for recording.

6.0

DPP/BMC parallel DIRP coming from BCS33 and lower

In BCS32 or BCS33 DIRP no longer supports parallel AMA recording on
a DPP or BMC volume, UNLESS device type TAPE is used in table
DIRPPOOL (in which case you must manually recover the DPP after
SWACT).

a.

Site/ACT In table DIRPSSYS or DIRPPOOL identify which
DPP/BMC(s) is being used for parallel DIRP recording.

-continued-
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Procedure 3
PRESWACT DIRP and billing (continued)

The result of PRESWACT step CHECK_DIRP_PARVOLS displays the
parallel DIRP devices in table DIRPSSYS or DIRPPOOL.

b. Perform this step to close the last file on the DPP and open a new one.
Telco may POLL the DPP if desired when this is complete.

> MAPCI;MTC;I0OD;DPP AMA;IDXMAINT CREATE FILE AMA
This re-establishes the block header on the DPP.

C. Display current DPP settings to hardcopy (retain for POSTSWACT).

d. For a parallel volume that is on DPP or BMC, from the DIRP level
CLOSE the parallel file and DMNT the volume. Then remove the
volume from table DIRPSSYS or DIRPPOOL by replacing the volume
name with nil volume ($).

e. Prepare each new parallel volume as follows.

> MOUNT <x> FORMAT <volume_id >
where <x> is the parallel device number, and <volume_id> is the name
of the parallel volume.

If prompted enter the first filename, or if system response is:
"request aborted. Tape not expired (use ERASTAPE)" then enter:

> ERASTAPE <x>
where <x> is the parallel device number.

Note: On a DPP/BMC it is safe to use the ERASTAPE command,
since this does NOT actually erase any billing files. The command will
not affect data collected by the DPP/BMC. It only resets DMS
indicators.

System response is:
**WARNING, THIS TAPE WILL BE ERASED***

CAUTION
At this point again confirm the device is a port to a DPP or BMC,
and NOT an unexpired billing tape.
If a mistake is made, a real tape could be erased.

Enter YES to confirm the command.
> DEMOUNT T<x>

If ERASTAPE command was used, repeat this substep (e) to rename
the volume.

Leave the billing volume in this state so it can be activated as the new
PARALLEL volume following SWACT.

-continued-
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Procedure 3
PRESWACT DIRP and billing (continued)

f. Site and App/INACT If to_ BCS 32 and higher, ensure that parallel
DPP/BMC volumes are in table DIRPPOOL on the inactive side. This
allows the DPP/BMC to be recovered by DIRP after SWACT. If
necessary manually datafill the volume names in DIRPPOOL on the
inactive side before SWACT.

g. Site and App/INACT If to_BCS 32 and higher, for the parallel DPP tuple
in table DIRPPOOL change field DEVTYPE to TAPE (not DPP).

h.  Site and App/INACT Verify the DIRP_REC file on the inactive side is
correct for the SWACT to the new BCS load.

Mate> LISTSF ALL

Mate> PRINT DIRP_REC
If necessary, edit DIRP_REC to make corrections.

If going to BCS32 and higher, delete the DPP tuple in the DIRP_REC
file as follows. (This prevents incorrect data from being added to table
DIRPPOOL as part of the POSTSWACT procedures.)

Mate> EDIT DIRP_REC

Mate> DOWN '<  poolname > {name of the pool using the DPP}
Mate> DELETE

Mate> ERASESF DIRP_REC

Mate> FILE SFDEV DIRP_REC

6.1 DPP/BMC parallel DIRP coming from BCS34 and higher

In BCS34 and higher DIRP no longer supports parallel AMA recording on a
DPP or BMC volume. Table control prohibits the filling of devtype DPP in a
parallel pool.
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Procedure 4
Data extension

1 App/INACT For a DATA EXTENSION only-Once PRESWACT step
MATE_RESTART_RELOAD (or step MATE_RESTART prior to BCS35) has
completed, perform the following workaround. This allows the new trunks to
remain in the INB state after SWACT.

a.
b.

~ o o o

Log into the inactive side.
Mate> LISTSF ALL

Note: The file 'NEWTRKS' should be in storefile. This file is created by
Loadbuild to identify all the trunks added for the Data Extension.

Mate> MAPCI NODISP;MTC;TRKS;TTP

Mate> COMMAND PTBI (POST T @1 @2;FRLS;BSY INB)
Mate> READ NEWTRKS

Mate> QUIT ALL
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Procedure 5
Login inactive

1

App/INACT Verify a flashing A1 on the inactive processor.

Login on the mate side as follows.
a. ACT
> MATEIO

> MATELOG <device >
where <device> is the name of the terminal labeled INACT.

b. INACT

Enter username and password {mate-side response}
Mate> OPERATOR OPERATOR

or Enter username
Mate> OPERATOR

Enter password
Mate> OPERATOR
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Procedure 6
Logout DNC

1 Site and App/ACT If DNC is in use (feature package NTX560), have Telco
confirm that all DNC end users have been contacted and are logged out.
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Procedure 7
Table CRSFMT alarm

1 App/ACT In table CRSFMT, field ALARM, if any entry is set to 'Y', then the
device must also be allocated in table DIRPPOOL. Otherwise, set it to 'N'.

Note: If a volume is allocated in DIRPPOOL it is being used.
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SWACT and POSTSWACT procedure

This section details steps required to perform a CC switch of activity
(SWACT), test the new load, and complete the software delivery process.

Procedure 1
BULLETINS before SWACT

1 App Verify and perform all software delivery bulletins and workarounds that
are required prior to beginning the SWACT.

ONP/Hybrid Software Delivery Procedures



5-86 SWACT and POSTSWACT procedure (continued)

Procedure 2
Before SWACT

1

Site Do not proceed until both the Telco and NT on-line support agree.

Site Contact high profile customers and customers with essential services
(that is, police and emergency bureaus, hospitals, and radio stations) to
verify they are not in emergency call processing mode.

Site  Ensure no further activity is performed on the DPP, including DPP
polling or disk backup. Inform the downstream processing center.

Site Disable all polling and periodic testing. There is to be no activity on the
SuperNode CM, MS, and CLOCK or NT40 CC and CMC until cleared by the
software delivery engineer. Failure to comply may result in a system restart.

Site Dump the SPMS register information to a printer (or other device)
according to Telco practice.

Site Disconnect any ISDN Digital Test Access (DTA) monitors. (Reference
NTP 297-2421-300.)

CAUTION

If DTA monitor is left connected over the SWACT, it will not be possible

to reconnect it without first reloading the PM from CC data.

a. Enter the LTPDATA level of MAP.
Query all DTA monitors on the switch by issuing the command,
> EQUIP DTA QUERY ALL

C. If the DMS responds with "No DTA equipment reserved on switch"
then no further action is needed.

d. Make note of any connected monitors by looking at the CONNECT
field of the query display.

Use the POST command to post each monitored LEN, and then issue
the command,

> CONNECT <N> RLS
where <N> is the integer number of the monitor from the first column of
the query display.

Do this for each connected monitor. Repeat substep b as necessary to
review DTA status.
-continued-
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Procedure 2
Before SWACT (continued)

e.

Reset all monitor LENs and DSO channels by issuing the command,

> EQUIP DTA RESET <N>
where <N> is the integer number of the monitor from the first column of

the query display.

Do this until no equipment is left "Equipped.” Repeat substep b as
necessary to review DTA status.

7 Site If BCS35, ensure Bit Error Rate Tester (BERT) is not running. BERT is
a manual action used to test the quality of a CCS7 link.
CAUTION
In BCS35 BERT should not be left running during the CC SWACT.
Otherwise, the link will hang up over the SWACT.
If BERT is left running over the SWACT, you will have to go into th
PM level, post the offending LIU7/MSB7, and BSY and RTS it.
a. To determine if BERT is on: Go into C7LKSET level and post each
linkset in turn. The link state should not indicate 'BERT".
b. To turn off BERT, go into the C7LKSET level and post the linkset. Go
into C7BERT level and type STOP <linkno>.
8 App Do not swact during CMC REX test. Failure to comply may result in a

system restart.

> TABLE OFCENG;POS CMC_REX_SCHEDULED_HR;QUIT
The parameter will range from 0 to 23: 0 being midnight and 23 being

a.

2300 hours.

Do not swact the office between the CMC_REX_SCHEDULED_ HR

and 30 minutes after.

Example: If CMC_REX_SCHEDULED HR is set to 0, then do not
swact between 0000 and 0030 hours.

Verifiy Telco did complete step 4 above-Disable all polling and

periodic testing.

D
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Procedure 3
Restore special logs

Special logs (suppressed logs or logs with a threshold) are set up in
LOGUTIL on a per-site basis. These do not get restored to the new load.
This procedure manually restores any special logs on the new load.

Note: A restart reload on the mate side will cause supp/thresh settings to
be lost. If a mate restart occurs before the switch of activity, verify the
settings are present and, if not, repeat this procedure.

1 App/ACT List all special logs on the active side.

> LOGUTIL
> LISTREPS SPECIAL

Example output:

LINE 138 7 INFO TRMT *thresh= 25*
PM 189 5 INFO PM SW Information... *supp*

2 App/INACT Restore special logs on the mate side.

Mate> LOGUTIL
Mate> LISTREPS SPECIAL

Commands to restore above example:

Mate> THRESHOLD 25 LINE 138
Mate> SUPPRESS PM 189

3 App/INACT Verify the correct logs are set up and match the active load.

Mate> LOGUTIL
Mate> LISTREPS SPECIAL
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Procedure 4

Start logs

1

App/ACT Set up LOGS for the SWACT.

Note: The purpose of this step is to turn on logs at the terminal designated
as the "ACT" device. Normally, logs will have been routed also to a printer at
the start of the session.

a.
b.

> LOGUTIL;STOP

> DELDEVICE < device >
where <device> is where logs are to be routed.

> ADDREP <device >SWCT {also add SWNR if on BCS30 and lower}

> START
This starts logs on "this" device. If a different terminal device was
selected above, then use >STARTDEV <device>.

> LEAVE
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Procedure 5
Release JAM NT40

UNJAM the processors in preparation for the CC switch of activity
(SWACT).

1 Site and App/INACT Verify the inactive side is flashing Al.

2 Site/INACT On inactive CCC, shelf 51, card location 16 (NT1X48), place the
Dact switch to the left (UNJAMMED).

3 Site/ACT and INACT On both sides (same card), also verify the Enab
switches are down and the thumbwheels are on 5.
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Procedure 6
Establish mate communication NT40

1 App/ACT Establish communication with the mate (inactive ) side.
>MCR RTS
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Procedure 7
SWACT

Refer to "CC Warm SWACT Summary" Appendix Aor a description of
the CC warm SWACT process. Also refejopendix Bfor a procedure for
testing call survivability over a CC warm SWACT andMgpendix Cfor
sample test call scripts.

Note: Only "simple" 2-port and echo calls that are in a stable talking

state (that is, not in a transition state such as dialing) will survive a CC
warm SWACT. Survival means that the call is kept up until the next
signaling message is received (usually, for example, a terminate

message, but on any other message as well, such as an attempt to use the
conference feature).

1 App/ACT Wait a minimum of 10 minutes after the completion (flashing A1) of
the last RESTART on the inactive side before entering the appropriate
switch of activity (SWACT) command (below).

CAUTION
FAILURE TO WAIT AT LEAST 10 MINUTES may result in the office

doing a restart reload instead of a controlled SWACT.
Remember, a STATUSCHECK or MATELINK RTS FORCE can
each cause a mate restart.

CAUTION
After a CC warm SWACT do not JAM the inactive CPU RTIF.
The system requires the JAM status to be clear on both CPUs in order
to recover successfully. Recovery is indicated with a SWCT 101 log.

2 App/ACT INTERNATIONAL offices switch CC activity (SWACT) as follows.
All others go to step 3.

Note: This step is valid if the NTX470AA (International Common Basic)
package is built into the load.

> INTLSWCT;DATE;RESTARTSWCT {only for INTL offices}

-continued-
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Procedure 7
SWACT (continued)

3 App/ACT All other offices switch CC activity (SWACT) with CC warm
SWACT as follows.

a. For BCS36 and higher type:

> BCSUPDATE;SWACTCI;,QUERYSWACT
System prompt will tell you which SWACT command to use, either
NORESTARTSWACT or RESTARTSWACT:

> DATE;NORESTARTSWACT
Respond (yes/no) to system prompt using lower-case.

or else,
> DATE;RESTARTSWACT

b. For BCS35 and lower type:
> BCSUPDATE;SWACTCI;DATE;RESTARTSWACT {for BCS33-BCS35}
> BCSUPDATE;SWCT;DATE;RESTARTSWCT {for BCS31 or BCS32}
> SWCT;DATE;RESTARTSWCT {for BCS30 and lower}

System response varies with the BCS level, but the following prompt is
a typical example.

ACTIVE DEFAULT SETTINGS:
FORCESWACT set ON
LOADEXECS set ON
NOMATCH set OFF

Do you wish to continue?
Please confirm ("YES" or "NO"):
...Starting Warm SWACT now.

4 Site/ACT Monitor the SWACT, and tell the software delivery engineer when
the active processor is again flashing Al.

CAUTION
Work quickly to complete the procedures to follow.
The POSTSWACT steps will verify that the office is functioning
normally with the new software load.
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Procedure 8
Start POSTSWACT

CAUTION

After a CC warm SWACT do not JAM the inactive CPU RTIF.
The system requires the JAM status to be clear on both CPUs in 0
to recover successfully. Recovery is indicated with a SWCT 101 Ig

rder
g.

App/ACT Login, check the date and time, and start POSTSWACT.

1 Type:
<break>
2 ?LOGIN

Enter username and password

> <username> <password>

or > <username>
> <password>

{system response}

3 > DATE

Verify the date and time are correct.

4 Reestablish recording onto devices (console session) as required.

5 > BCSUPDATE;POSTSWACT
POSTSWACT runs all steps required after the CC switch of activity and flags
them as complete when they pass. If any error occurs, POSTSWACT will
stop and give instructions. If this is the case, follow POSTSWACT
instructions to correct the problem, and run POSTSWACT again (type

>POSTSWACT) to continue.

If no problems are encountered, POSTSWACT stops after BEGIN_TESTING

and waits until the site verifies the sanity of the current load.
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Procedure 9
Recover billing

Site and App/ACT POSTSWACT recovers PRIMARY (regular) billing
subsystems (such as AMA SMDR OCC CDR). Confirm that affected DIRP
subsystems were successfully activated. If billing is on tape (MTD) or
DPP/BMC, manually assign the STANDBY volumes. Then site may
manually bring up PARALLEL subsystem as required.

1 > MAPCI;MTC;IOD;DIRP
> QUERY AMA ALL {note which volume is ACTIVE}

2 If DPP or BMC, call downstream processing to POLL billing data. (Polling is
optional. It may also be done after test calls are completed.)

3 TAPEX volumes must be manually remounted using the DIRP MNT
command.

4 Assign standby billing devices for TAPE and DPP/BMC.

a. If tape (MTD), take down the STANDBY tape and put up a fresh tape
to be used as the new standby volume.

b. > MOUNT <x> FORMAT <stdby_volume >
where <x> is the standby device number, and <stdby volume> is the
name of the standby volume.

Example: MOUNT 3 FORMAT DPPAMA

C. Enter the first filename, or if system response is:
"request aborted. Tape not expired (use ERASTAPE)"
then enter:

> ERASTAPE <x>
where <x> is the standby device number.

Note: On a DPP/BMC it is safe to use the ERASTAPE command,
since this does NOT actually erase any billing files. The command will
not affect the collected data; it only resets DMS indicators.

System response is:

**WARNING, THIS TAPE WILL BE ERASED***

CAUTION
At this point again confirm the device is a port to a DPP or BMC,
and NOT an unexpired billing tape.
If a mistake is made, a real tape may be erased.

Enter YES to confirm the command.
-continued-
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Procedure 9
Recover billing  (continued)

d.

e.

> DEMOUNT T<x>

If ERASTAPE command was used, repeat substeps b and d to rename
the volume.

Repeat this entire step for each standby billing subsystem.

5 Activate standby devices.

a.

> MNT < subsystem > < x> {still in DIRP level}
Example: MNT AMA 3

Enter YES to confirm the command.
> QUERY AMA {to confirm standby volume is available}

Repeat this step for each billing subsystem.

6 If using SMDR rotate the SMDR volume from the DIRP level of the MAP.
(This will ensure the RECORD HEADER is correct.)

* |f SMDR recording is on BMC and NO standby volume is available, then
mount a temporary STDBY TAPE volume. Rotate the BMC port OUT and
back IN. Remove the tape volume after this is done.

Note: Since some SMDR recording applications on BMC collect SMDR
records based on the customer group ID only, this ensures that any changes
to the customer group IDs are passed to the BMC upon rotate (and the
RECORD HEADER is correct).

7 Bring up parallel devices (as required) using the preformatted volumes.

a.

For BCS31 and lower:

In table DIRPSSYS position on a DIRP subsystem requiring a parallel
volume. Activate the parallel volume by datafilling the volume name.
Example:

TABLE DIRPSSYS;POS AMA

CHA PARVOL T4

or CHA PARVOL D0O10PAMA

For BCS32 and higher:

In table DIRPSSYS position on a DIRP subsystem requiring a parallel
volume. Note the PARLPOOL name for the DIRP subsystem selected.
Example:

TABLE DIRPSSYS;POS AMA

In table DIRPPOOL position on the parallel pool number associated
with the PARLPOOL from table DIRPSSYS. Then activate the parallel
volume by datafilling the volume name.

-continued-
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Procedure 9
Recover billing  (continued)

Examples:

TABLE DIRPPOOL;POS 62  (pool for AMAPOOQOL)
CHA VOLUME23 T4

or CHA VOLUME23 DO10PAMA

C. Repeat substep a or b for each parallel volume to be activated.
d. > QUIT MAPCI

8 Ensure all regular and parallel devices are working for all available billing
subsystems in DIRP.
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Procedure 10
Display DPP settings

App/ACT Perform this procedure only if there are problems with DPP billing.
Display current DPP settings to hardcopy and compare with the data
obtained during theRESWACT DIRP and billingrocedure.

> MAPCI NODISP;MTC;IOD;DPP AMA

> COLLPSW

Note: If different, perform steps 3 and 4; otherwise go to step 5.

> COLLPSW 1 < 4_digits > < 6_digits >

> COLLPSW 2 < 4 _digits > < 6_digits >

> AMATPSW
Note: If different, perform step 6; otherwise, go to step 7.
> AMATPSW <4 _digits > < 6_digits >

> AMAHRS

Note: If different, perform step 8; otherwise, go to step 9.

> AMAHRS <start_hour > < end_hour >

> VALPARM INVALID

Note: If different, perform step 10; otherwise, go to step 11.

10

> VALPARM INVALID < threshold >

11

> ERRMAP ACT
Note: If different, perform steps 12 and 13.

12

> ERRMAP <alarm_no ><type ><level >

13

Repeat step 12 for each alarm that is different.
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Procedure 11
INI trunks

App/ACT If on BCS31 and lower: to ensure INI trunks are returned to the
correct state after SWACT, post all INI trunks, perform a force release, and
return each to service as follows.

1 > MAPCI;MTC;TRKS;TTP

2 >POST A INI

3 > REPEAT < x> (FRLS;RTS;NEXT)
where <x> is the number of INI trunks in the posted set.
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Procedure 12
Restart inactive POST NT40

Prepare the inactive side for a revert to the old BCS load.

Note: A restart on the inactive side is done at this time in order to save time
in the event that a revert to the old load should become necessary.

1 Site/INACT Locate the NT1X48 card with the Inact LED lit. Move the enab
switch up.

2 Site/INACT Perform a restart reload on the inactive processor (old BCS
load).

a. Thumbwheel 3, RESET
flashes 33

b. Thumbwheel 7, NO RESET
flashes 77, then initializes

C. When the inactive processor starts to initialize, set thumbwheel back
on 5, NO RESET.

3 Site/INACT Allow initialization on the inactive side. Inform the Applicator
when the inactive processor is flashing Al.

4 Site/INACT Move the Enab switch back down.

5 App/INACT Confirm that the inactive processor is flashing Al.
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Procedure 13
DRTIME statistics

1 App/ACT Get a hardcopy of DRTIME statistics (if needed).

> DRTIME PRINT

DRTIME provides statistics on the BCS application. If requested, the

information should be forwarded to the appropriate Northern Telecom
department.
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Procedure 14
Do Test Calls

1 Site/ACT Perform TEST CALLS that were identified ahead-of-time from
Appendix C: Test Call Scripts.

CAUTION
If an abort becomes necessary due to critical test failures,
revert to the old load using tievert to the old loagrocedure;
otherwise, continue.

Note: Verify AMAB logs in conjunction with certain AMA test calls.
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Procedure 15
After testing is complete SYNC NT40

POSTSWACT will STOP at step BEGIN_TESTING to allow site to
complete testingAfter SITE accepts the current lgaten put the
processors in sync as follows.

Note: Do not enter POSTSWACT again until the processors are in sync.

1

Site/ACT and INACT On each CCC, shelf 51, card location 16 (NT1X48),
ensure the Enab switches are down, the Dact switches are to the left
(unjammed), and the thumbwheels are on 5.

App/ACT > MAPCI;MTC;CC;PS <i>
where <i> is the inactive program store.

> COPY <n»
where <m> is the PS module. Start at zero (0).

Repeat substep 3 for each PS module equipped.

> QUIT;SYNC NOTRACEPOINT {if BCS31 and higher}
>YES {for confirmation}

Note: The SYNC NOTRACEPOINT command should be used in BCS31 and
higher (patch is required if BCS31 or 32). If lower than BCS31 then use
SYNC command as usual.

> QUIT MAPCI
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Procedure 16
Finish POSTSWACT

1

App/ACT If necessary run POSTSWACT one more time to completion.

> BCSUPDATE;POSTSWACT

At this point BCSUPDATE will run any remaining POSTSWACT steps and
flag them as completed when they pass. If failures occur, follow given
instructions to correct the problem, then continue POSTSWACT.

Site and App/ACT Copy any new MS patches in store file to the PM loads
disk volume (or SLM disk).

App/ACT Clean up SFDEV by erasing any application-related files (for
example: DRNOW, FEATDATA, and all patches).

Site/ACT Passwords for ADMIN and OPERATOR may have changed. For
security Telco should change these passwords back to the original.

Site/ACT Re-input any data changes made prior to the software update but
not captured on journal file.

Site/ACT Reassign all current PROFILE information (LOGIN or RESTART)
in SFDEV.

Site/ACT Reassign any temporary log ROUTING setup via LOGUTIL.

Site/ACT Reassign any changes in the INTEG level of the MAP (for
example, UPTH, BUFFSEL, FILTER and others).

Site/ACT Return PORTS and USER information back to original values.

10

Site/ACT Notify DNC end users to LOGIN the DNC.
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Procedure 17
Take image NT40

1 Site/ACT DUMP AN IMAGE of the new BCS load for backup-one NT40
IMAGE to disk and backup image copied to tape.
2 After the image is completed, you may set the AUTODUMP 'RETAIN' option

back to 'ON' if desired. The option was set to "OFF' during the ONP.

Note: Setting the AUTODUMP 'RETAIN' option to 'OFF' during the ONP is
design intent. This was done to prevent setting the system recovery route to
the 'OLD' BCS image that was taken prior to the BCS update.
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Procedure 18

Start journal file

1 Site/ACT If equipped, start journal file and verify started.
a. >JFSTART
b. > MAPCI;MTC;IOD;DIRP

C. > QUERY JF ALL
QUERY JF should respond with "AVAIL." If a standby device is being
used, both active and standby volumes should be marked "AVAIL."

d. > QUIT ALL
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Revert to old load procedure
This section details steps required to revert to the old BCS load.

Perform the following procedure if a controlled REVERT is required after
the CC switch of activity (SWACT).

Remember, the CPU with the new BCS load is active You will be
going back to the old BCS load which is nmactive

Procedure 1
Before REVERT

1 Site Do not proceed until both the Telco and NT on-line support agree.

2 Site Contact high profile customers and customers with essential services
(that is, police and emergency bureaus, hospitals, and radio stations) to
verify they are not in emergency call processing mode.
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Procedure 2
Restart inactive NT40 2

CAUTION

Do NOT perform step 1 (below) if a restart reload on the inactive side was
already done and the inactive processor is flashing Al.

1 Site/INACT Perform a restart reload on the inactive processor (old BCS
load).

a. Thumbwheel 3, RESET
flashes 33

b. Thumbwheel 7, NO RESET
flashes 77, then initializes

c.  When the inactive processor starts to initialize, set thumbwheel back
on 5, NO RESET.

d. Allow initialization on the inactive side. Inform the Applicator when the
inactive processor is flashing Al.

2 App/INACT Confirm that the inactive processor is flashing Al.
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Procedure 3
Establish mate communication NT40

1 App/ACT Establish communication with the mate (inactive ) side.
>MCR RTS
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Procedure 4
Login inactive

1 App/INACT Verify a flashing A1 on the inactive processor.

2 Login on the mate side as follows.
a. ACT
> MATEIO

> MATELOG <device >
where <device> is the name of the terminal labeled INACT.

b. INACT

Enter username and password {mate-side response}
Mate> OPERATOR OPERATOR

or Enter username
Mate> OPERATOR

Enter password
Mate> OPERATOR
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Procedure 5
TRACECI close

1 App/INACT If old load (inactive side) is BCS34 or lower, then close out the
old active MOVEBCS/TABXFR message file.

Mate> TRACECI CLOSE {for BCS34 and lower}

ONP/Hybrid Software Delivery Procedures



5-112 Revert to old load procedure (continued)

Procedure 6
Configure DIRP billing

1

Site/App Configure the DIRP billing subsystems for revert SWACT to the old

load.

Note: For details for completing the following refer to "PRESWACT DIRP
and billing" procedure.

a.

ACT Take down billing tapes and format new standby volumes in
DIRP. Leave these demounted, they will become the active volumes
after SWACT.

Disk volumes will rotate and recover automatically after SWACT.

Parallel volumes on tape (or DPP/BMC) can be recovered manually
after SWACT.

INACT If reverting to BCS31 or higher:

Ensure datafill is correct on the mate side for tables DIRPPOOL or
DIRPSSYS.

INACT If DIRP_REC file is present in mate SFDEV, ensure each entry
in DIRP_REC is correct for the revert SWACT.

Note: In DIRP_REC the parallel volume assignments for DIRPPOOL
should be set to nil ($) for all pools.
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Procedure 7

Start logs

1

App/ACT Set up LOGS for the SWACT.

Note: The purpose of this step is to turn on logs at the terminal designated
as the "ACT" device. Normally, logs will have been routed also to a printer at
the start of the session.

a.
b.

> LOGUTIL;STOP

> DELDEVICE < device >
where <device> is where logs are to be routed.

> ADDREP <device >SWCT {also add SWNR if on BCS30 and lower}

> START
This starts logs on "this" device. If a different terminal device was
selected above, then use >STARTDEV <device>.

> LEAVE
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Procedure 8
Ensure inactive unjammed

1 Site and App/INACT Ensure inactive side is unjammed.
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Procedure 9
Revert

1 App/ACT Wait a MINIMUM of 10 minutes after the COMPLETION (flashing
Al) of the last restart on the inactive side before entering the ABORT-
SWACT, ABORTSWCT, or RESTARTSWCT command.

CAUTION
FAILURE TO WAIT AT LEAST 10 MINUTES may result in the office

doing a restart reload instead of a CC warmSWACT.
Remember, a STATUSCHECK or MATELINK RTS FORCE can
each cause a mate restart.

2 App/ACT INTERNATIONAL offices switch CC activity (SWACT) as follows.

Note: This step is valid if the NTX470AA (International Common Basic)
package is built into the load.

> INTLSWCT;DATE;RESTARTSWCT {only for INTL offices}

3 App/ACT ALL OTHER offices switch CC activity (SWACT) with CC warm-
SWACT as follows.

CAUTION

If a SWACT application module exists on the new, active side, but is
missing from the old, inactive side, the revert SWACT may fail.

If reverting to BCS32 and higher, any SWACT applications missing
from the inactive side will automatically be overridden.

If reverting to BCS31 and lower, SWACT will fail for any SWACT
applications missing from the inactive side. In this case, any SWACT
application missing from the inactive side mustibaded from the
active sidan order for the revert-back to succeed. If you are
unloading a module in a load prior to BCS30, use the SWCTCHK
command before performing the revert-back.

-continued-

ONP/Hybrid Software Delivery Procedures



5-116 Revertto old load procedure (continued)

Procedure 9
REVERT (continued)

> BCSUPDATE;SWACTCI;DATE;ABORTSWACT  {for BCS33 and higher}

CAUTION
In BCS34 and higher the ABORTSWACT command has an option called
NOCHECK which will allow the CC warm SWACT to continue even if
there are bad devices on the active side (such as a CBSY LTC).
Use the NOCHECK optionnly as a last resort and with special care
taken to ensure office integrity.

> BCSUPDATE;SWCT;DATE;ABORTSWCT {for BCS31 or BCS32}
> SWCT;DATE;RESTARTSWCT {for BCS30 and lower}
System response varies with the BCS level, but the following prompt is a
typical example.

ACTIVE DEFAULT SETTINGS:

FORCESWACT set ON

LOADEXECS set ON
NOMATCH set OFF

Do you wish to continue?
Please confirm ("YES" or "NO"):

...Starting Warm SWACT now.

4 Site/ACT Monitor the SWACT, and tell the software delivery engineer when

the active processor is again flashing Al.

CAUTION

Work quickly to complete the procedures to follow.
The POSTSWACT steps will verify that the office is functioning
normally with the new software load.
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Procedure 10
Start POSTSWACT

App/ACT Login, check the date and time, and start POSTSWACT.

1 Type:
<break>
2 ?LOGIN
Enter username and password {system response}
> <username> <password>
or > <username>
> <password>
3 > DATE
Verify the date and time are correct.
4 Reestablish recording onto devices (console session) as required.
5 > BCSUPDATE;POSTSWACT

POSTSWACT runs all steps required after the CC switch of activity and flags
them as complete when they pass. If any error occurs, POSTSWACT will
Stop and give instructions. If this is the case, follow POSTSWACT
instructions to correct the problem, and run POSTSWACT again (type
>POSTSWACT) to continue.

If no problems are encountered, POSTSWACT stops after BEGIN_TESTING
and waits until the site verifies the sanity of the current load.
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Procedure 11
Recover billing

Site and App/ACT POSTSWACT recovers PRIMARY (regular) billing
subsystems (such as AMA SMDR OCC CDR). Confirm that affected DIRP
subsystems were successfully activated. If billing is on tape (MTD) or
DPP/BMC, manually assign the STANDBY volumes. Then site may
manually bring up PARALLEL subsystem as required.

1 > MAPCI;MTC;IOD;DIRP
> QUERY AMA ALL {note which volume is ACTIVE}

2 If DPP or BMC, call downstream processing to POLL billing data. (Polling is
optional. It may also be done after test calls are completed.)

3 TAPEX volumes must be manually remounted using the DIRP MNT
command.

4 Assign standby billing devices for TAPE and DPP/BMC.

a. If tape (MTD), take down the STANDBY tape and put up a fresh tape
to be used as the new standby volume.

b. > MOUNT <x> FORMAT <stdby_volume >
where <x> is the standby device number, and <stdby volume> is the
name of the standby volume.

Example: MOUNT 3 FORMAT DPPAMA

C. Enter the first filename, or if system response is:
"request aborted. Tape not expired (use ERASTAPE)"
then enter:

> ERASTAPE <x>
where <x> is the standby device number.

Note: On a DPP/BMC it is safe to use the ERASTAPE command,
since this does NOT actually erase any billing files. The command will
not affect the collected data; it only resets DMS indicators.

System response is:

**WARNING, THIS TAPE WILL BE ERASED***

CAUTION
At this point again confirm the device is a port to a DPP or BMC,
and NOT an unexpired billing tape.
If a mistake is made, a real tape may be erased.

Enter YES to confirm the command.
-continued-
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Procedure 11
Recover billing  (continued)

d. > DEMOUNT T<x>

e. If ERASTAPE command was used, repeat substeps b and d to rename
the volume.
f. Repeat this entire step for each standby billing subsystem.

5 Activate standby devices.

a. > MNT < subsystem > < x> {still in DIRP level}
Example: MNT AMA 3

Enter YES to confirm the command.
b. > QUERY AMA {to confirm standby volume is available}

C. Repeat this step for each billing subsystem.

6 If using SMDR rotate the SMDR volume from the DIRP level of the MAP.
(This will ensure the RECORD HEADER is correct.)

* |f SMDR recording is on BMC and NO standby volume is available, then
mount a temporary STDBY TAPE volume. Rotate the BMC port OUT and
back IN. Remove the tape volume after this is done.

Note: Since some SMDR recording applications on BMC collect SMDR
records based on the customer group ID only, this ensures that any changes
to the customer group IDs are passed to the BMC upon rotate (and the
RECORD HEADER is correct).

7 Bring up parallel devices (as required) using the preformatted volumes.
a. For BCS31 and lower:

In table DIRPSSYS position on a DIRP subsystem requiring a parallel
volume. Activate the parallel volume by datafilling the volume name.
Example:

TABLE DIRPSSYS;POS AMA

CHA PARVOL T4

or CHA PARVOL D0O10PAMA

b. For BCS32 and higher:

In table DIRPSSYS position on a DIRP subsystem requiring a parallel
volume. Note the PARLPOOL name for the DIRP subsystem selected.
Example:

TABLE DIRPSSYS;POS AMA

In table DIRPPOOL position on the parallel pool number associated
with the PARLPOOL from table DIRPSSYS. Then activate the parallel
volume by datafilling the volume name.

-continued-
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Procedure 11
Recover billing  (continued)

Examples:

TABLE DIRPPOOL;POS 62  (pool for AMAPOOQOL)
CHA VOLUME23 T4

or CHA VOLUME23 DO10PAMA

C. Repeat substep a or b for each parallel volume to be activated.
d. > QUIT MAPCI

8 Ensure all regular and parallel devices are working for all available billing
subsystems in DIRP.
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Procedure 12
Display DPP settings

App/ACT Perform this procedure only if there are problems with DPP billing.
Display current DPP settings to hardcopy and compare with the data
obtained during theRESWACT DIRP and billingrocedure.

1 > MAPCI NODISP;MTC;IOD;DPP AMA

2 > COLLPSW

Note: If different, perform steps 3 and 4; otherwise go to step 5.

3 > COLLPSW 1 < 4_digits > < 6_digits >

4 > COLLPSW 2 < 4 _digits > < 6_digits >

5 > AMATPSW
Note: If different, perform step 6; otherwise, go to step 7.
6 > AMATPSW <4_digits > < 6_digits >

7 > AMAHRS

Note: If different, perform step 8; otherwise, go to step 9.

8 > AMAHRS <start_hour > < end_hour >

9 > VALPARM INVALID

Note: If different, perform step 10; otherwise, go to step 11.

10 > VALPARM INVALID < threshold >

11 > ERRMAP ACT
Note: If different, perform steps 12 and 13.

12 > ERRMAP <alarm_no > <type ><level >

13 Repeat step 12 for each alarm that is different.
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Procedure 13
INI trunks

App/ACT If on BCS31 and lower: to ensure INI trunks are returned to the
correct state after SWACT, post all INI trunks, perform a force release, and
return each to service as follows.

1 > MAPCI;MTC;TRKS;TTP

2 >POST A INI

3 > REPEAT < x> (FRLS;RTS;NEXT)
where <x> is the number of INI trunks in the posted set.
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Procedure 14
Do Test Calls

1 Site/ACT Perform TEST CALLS that were identified ahead-of-time from
Appendix C: Test Call Scripts.
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Procedure 15
After testing is complete SYNC NT40

POSTSWACT will STOP at step BEGIN_TESTING to allow site to
complete testingAfter SITE accepts the current lgaten put the
processors in sync as follows.

Note: Do not enter POSTSWACT again until the processors are in sync.

1

Site/ACT and INACT On each CCC, shelf 51, card location 16 (NT1X48),
ensure the Enab switches are down, the Dact switches are to the left
(unjammed), and the thumbwheels are on 5.

App/ACT > MAPCI;MTC;CC;PS <i>
where <i> is the inactive program store.

> COPY <n»
where <m> is the PS module. Start at zero (0).

Repeat substep 3 for each PS module equipped.

> QUIT;SYNC NOTRACEPOINT {if BCS31 and higher}
>YES {for confirmation}

Note: The SYNC NOTRACEPOINT command should be used in BCS31 and
higher (patch is required if BCS31 or 32). If lower than BCS31 then use
SYNC command as usual.

> QUIT MAPCI
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Procedure 16
Finish POSTSWACT

1 App/ACT If necessary run POSTSWACT one more time to completion.
> BCSUPDATE;POSTSWACT
At this point BCSUPDATE will run any remaining POSTSWACT steps and
flag them as completed when they pass. If failures occur, follow given
instructions to correct the problem, then continue POSTSWACT.

2 Site and App/ACT Copy any new MS patches in store file to the PM loads
disk volume (or SLM disk).

3 App/ACT Clean up SFDEV by erasing any application-related files (for
example: DRNOW, FEATDATA, and all patches).

4 Site/ACT Passwords for ADMIN and OPERATOR may have changed. For
security Telco should change these passwords back to the original.

5 Site/ACT Re-input any data changes made prior to the software update but
not captured on journal file.

6 Site/ACT Reassign all current PROFILE information (LOGIN or RESTART)
in SFDEV.

7 Site/ACT Reassign any temporary log ROUTING setup via LOGUTIL.

8 Site/ACT Reassign any changes in the INTEG level of the MAP (for
example, UPTH, BUFFSEL, FILTER and others).

9 Site/ACT Return PORTS and USER information back to original values.

10 Site/ACT Notify DNC end users to LOGIN the DNC.
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Procedure 17
Take image NT40

1 Site/ACT DUMP AN IMAGE of the new BCS load for backup-one NT40
IMAGE to disk and backup i