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About this document

How to check the version and issue of this document

The version and issue of the document are indicated by numbers, for example,
01.01.

The first two digits indicate the version. The version number increases each
time the document is updated to support a new software release. For example,
the first release of a document is 01.01. In the next software release cycle, the
first release of the same document is 02.01.

The second two digits indicate the issue. The issue number increases each
time the document s revised but rereleased in the same software release cycle.
For example, the second release of a document in the same software release
cycle is 01.02.

To determine which version of this document applies to the software in your
office and how documentation for your product is organized, check the release
information inProduct Documentation Directory, 297-8991-001

This document is written for all DMS-100 Family offices. More than one
version of this document may exist. To determine whether you have the latest
version of this document and how documentation for your product is
organized, check the release informatioRmduct Documentation Directory,
297-8991-001.

References in this document
The following documents are referred to in this document:

» Card Replacement Procedures

* Customer Data Schema Reference Man2@r-8021-351
* Input/Output System Reference Man2&7-1001-129

* Log Report Reference Manual

* Magnetic Tape Reference Manu297-1001-118

» Office Parameters Reference Manual
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* Recovery Procedures
* Routine Maintenance Procedures

e Subscriber Carrier Module-100 Urban Maintenance Manual
297-8241-550

» SuperNode Data Manager User Guide

» Translations Guide297-8021-350

» Trouble Locating and Clearing Procedures

As of NA0O11 (LEC and LET) and EURO010 (EUR) releases, any references

to the data schema section of the Translations Guide will be mapped to the
Customer Data Schema Reference Manual.

What precautionary messages mean

The types of precautionary messages used in NT documents include attention
boxes and danger, warning, and caution messages.

An attention box identifies information that is necessary for the proper
performance of a procedure or task or the correct interpretation of information
or data. Danger, warning, and caution messages indicate possible risks.
Examples of the precautionary messages follow.

ATTENTION - Information needed to perform a task

ATTENTION
If the unused DS-3 ports are not deprovisioned before a DS-1/VT
Mapper is installed, the DS-1 traffic will not be carried through the
DS-1/VT Mapper, even though the DS-1/VT Mapper is properly
provisioned.

DANGER - Possibility of personal injury

DANGER

Risk of electrocution
Do not open the front panel of the inverter unless fuses K1,
F2, and F3 have been removed. The inverter contains
high-voltage lines. Until the fuses are removed, the
high-voltage lines are active, and you risk being
electrocuted.
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WARNING - Possibility of equipment damage

WARNING

Damage to the backplane connector pins

Align the card before seating it, to avoid bending the
backplane connector pins. Use light thumb pressure to
align the card with the connectors. Next, use the levers pn
the card to seat the card into the connectors.

CAUTION - Possibility of service interruption or degradation

CAUTION

Possible loss of service
Before continuing, confirm that you are removing the card
from the inactive unit of the peripheral module.
Subscriber service will be lost if you remove a card from
the active unit.

How commands, parameters, and responses are represented

Commands, parameters, and responses in this document conform to the
following conventions.

Input prompt (>)
An input prompt (>) indicates that the information that follows is a command:

>BSY

Commands and fixed parameters

Commands and fixed parameters that are entered at a MAP terminal are shown
in uppercase letters:

>BSY CTRL

Variables
Variables are shown in lowercase letters:

>BSY CTRL ctrl_no

The letters or numbers that the variable represents must be entered. Each
variable is explained in a list that follows the command string.
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Responses
Responses correspond to the MAP display and are shown in a different type:

FP 3 Busy CTRL 0: Command request has been submitted.

FP 3 Busy CTRL 0: Command passed.
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1 Procedures to clear application

alarms

Introduction

This chapter provides procedures to clear application alarms. Application
alarms appear under the APPL header of the alarm banner in the MAP display.
All of the procedures contain the following sections:

Alarm display
Indication

Meaning

Result

Common procedures
Action

Alarm display
This section indicates how the alarm appears at the MAP terminal.

Indication

This section indicates:

Meaning

the location of the alarm indication
how the system represents the alarm
the affected subsystem

the alarm level

This section indicates the cause of the alarm.

Result

This section describes the results of the alarm condition.
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Common procedures
This section lists common procedures used during the alarm clearing
procedure. A common procedure is a series of steps repeated within
maintenance procedures, for example card removal and replacement.
Common procedures appear in the common procedures chapter in this NTP.

Do not use common procedures unless the step-action procedure directs you
to the common procedures.

Action
This section provides a summary flowchart of the procedure and a list of steps
to clear an alarm. A detailed step-action procedure follows the flowchart.

297-8021-543 Standard 14.02 May 2001



Procedures to clear application alarms 1-3

APPL CallP
major
Alarm display
CM MS IOD Net PM CCSs Lns Trks Ext APPL
CallP
M

Indication
At the MTC level of the MAP display, CallP appears under the APPL header
of the alarm banner. The CallP indicates a call processing (CallP) major alarm.
Meaning
Continuous traps occur on software for the call processing base (CallP Base)
during the processing of CallP transactions. A minimum of 20 traps in a
maximum of one minute cause service maintenance to raise this alarm. The
service maintenance system attempts to clear the alarm automatically.
Result

The system cannot permanently deny call originations and feature activations.
The service maintenance system attempts to clear the alarm. The CallP Base
service is in a state of in-service trouble while the system attempts to clear the
alarm.

Common procedures
There are no common procedures.

Action

Manual action is not needed to clear the alarm. The service maintenance
system responds to traps in CallP Base and attempts to clear the fault
automatically. A continuous alarm indicates that call processing software
traps at a low rate.
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APPL CallP
major (end)

Summary of Clearing an APPL CallP major alarm

Wait ten
minutes for
alarm to clear
automatically

\

Did the
alarm
clear?

Contact next
level of support

This flowchart summarizes the
procedure.

Use the instructions that follow
this flowchart to perform the
procedure.

End

Clearing an APPL CallP major alarm

At the MAP display

1

To access the MTC level of the MAP display, type
> MAPCI;MTC
and press the Enter key.

Wait ten minutes for the system attempt to clear software traps of the CallP
Base service.

If the CallP major alarm Do
cleared step 4
did not clear step 3

For additional help, contact the next level of support.
The procedure is complete.
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APPL SDM
critical
Alarm display
CM MS 10D Net PM CCS Lns Trks Ext APPL
SDM
*C*
Indication

SDM followed by *C* under the APPL header of the alarm banner indicates
an SDM critical alarm. The preceding alarm display illustrates an alarm
banner with an SDM critical alarm.

Meaning
There is a critical alarm on the SDM.

Action

Refer to the alarm clearing information in tBeiperNode Data Manager User
Guidefor your system.
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APPL SDM
minor
Alarm display
CM MS 10D Net PM CCS Lns Trks Ext APPL
SDM
Indication

SDM under the APPL header of the alarm banner indicates an SDM minor
alarm. The preceding alarm display illustrates an alarm banner with an SDM
minor alarm.

Meaning
There is a minor alarm on the SDM.

Action

Refer to the alarm clearing information in tBeiperNode Data Manager User
Guidefor your system.
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OCDL OCSysB
critical

Alarm display

Indication

Meaning

Result

CM MS 10D Net PM CCSs Lns Trks Ext APPL
. nOCSysB
C

Follow path MAPCI>MTC to the MTC level. At the MTC level under APPL,

a number (n) precedes OCSysB under the OCDL header in the alarm banner.
The number indicates the number of OC-IP data links that are affected. The C
below the OCSysB indicates a critical alarm for an OC-IP data link.

The OCSysB alarm is visible at the MTC MAP level under APPL, atthe APPL
MAP level under TOPSIP, and at the TOPSIP MAP level beside OCDL.

For a given distant OC office, no OC-IP data links to it are InSv and at least
one is SysB.

This alarm is raised to indicate that a data link is in the SysB state. When this
alarm is raised, a TOPS504 log is generated indicating the data link has
changed state. Also, a TOPS304 log is generated indicating the data link is in
the SysB state.

The alarm is lowered if there are no longer any OC-IP data links in the SysB
state.

When the fault for alink is cleared, a TOPS504 log is generated indicating the

data link has changed state. Also, a TOPS304 log is generated indicating the
data link is no longer in the SysB state.

Signaling and traffic routes on any links to the distant office are not possible.

Common procedures

Do not go to the common procedure unless the step-action procedure directs
you to go.
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OCDL OCSysB
critical (continued)

Action
This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
Summary of How to clear an OCDL OCSysB critical alarm
Check for PM This flowchart summarizes the
alarms procedure.
* Use the instructions that follow this
Perform the flowchart to perform the procedure.
DTC Y | correct PM
alarms alarm clearing
running? procedure

N

Wait for auto-
matic recovery

Linkset in N | Contact the next
service? level of support

v

End

How to clear an OCDL OCSysB critical alarm

At the MAP display

1 To access the OCDL level of the MAP display, type
>mapci;mtc;appl;topsip;ocdl
and press the Enter key.
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OCDL OCSysB
critical (continued)

2 Check under the PM header in the MAP display alarm banner. Determine if
alarms appear for digital trunk controllers (DTCs) under the PM header in the
MAP display alarm banner..

If DTC alarms Do
appear step 3
do not appear step 4
3 Perform the correct procedures in this document to clear all PM DTC alarms.
Complete the procedure and return to this point.
4 To post an OC-IP data link that runs an OCSysB critical alarm, type

>post s sysb
and press the Enter key.
Example of a MAP display:

OCDL :0CSysB TOPSDEV:

Status Offl ManB  SysB InSv
OCDL 0 0 60 180

MXPIPHOST4 2 COMID 27 SysB
Size of Post set: 66

post s sysb
If you Do
posted an out-of-service link step 5
did not post an out-of-servicestep 11
link
5 Record the comid number.
Note: The comid number appears on the right of the Link header on the
MAP display.
6 To post the out of service link, type

>post ¢ <comid number>
and press the Enter key.
where

<comid number>
is the number of the comid from the above step

Example of a MAP display:
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OCDL OCSysB
critical (end)

10
11

OCDL :0CSysB TOPSDEV:

Status Offl ManB SysB InSv
OCDL 0 0 60 180

MXPIPHOST1 1 COMID 2 InSv
Size of Post set: 1
post c 2

Determine from office records the far-end office that connects to the posted
link.

Contact the far-end office to determine if the far-end office has DTC alarms.

If the far-end office Do
has DTC alarms step 9
does not have DTC alarms step 10

When the problems at the far-end office clear, determine the state of the
posted link.

>post s sysb

Note: The link state appears on the right of the link name on the MAP
display.

OCDL :0CSysB TOPSDEV:

Status Offl ManB  SysB InSv
OCDL 0 0 60 180
MXPIPHOST4 2 COMID 27 SysB

Size of Post set: 66

post s sysb

If the state of the linkset Do
isInSv orISTh step 11
is ManBor SysBsy step 10

For additional help, contact the next level of support.
The procedure is complete.
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OCDL OCSysB
major

Alarm display

Indication

Meaning

Result

CM MS 10D Net PM CCSs Lns Trks Ext APPL
nOCSysB
M

Follow path MAPCI>MTC to the MTC level. At the MTC level under APPL,

a number (n) precedes OCSysB under the OCDL header in the alarm banner.
The number indicates the number of OC-IP data links that are affected. The M
below the OCSysB indicates a major alarm for an OC-IP data link.

The OCSysB alarm is visible at the MTC MAP level under APPL, atthe APPL
MAP level under TOPSIP, and the TOPSIP MAP level beside OCDL.

At least one, but not all, OC-IP data link to a distant office is SysB.

This alarm is raised to indicate that a data link is in the SysB state. When this
alarm is raised, a TOPS504 log is generated indicating the data link has
changed state. Also, a TOPS304 log is generated indicating the data link is in
the SysB state.

The alarm is lowered if there are no longer any OC-IP data links in the SysB
state.

When the fault for alink is cleared, a TOPS504 log is generated indicating the
data link has changed state. Also, a TOPS304 log is generated indicating the
data link is no longer in the SysB state.

Signaling on the link is not possible. Traffic routes on another link to the
distant office. The traffic can be at a degraded level of service.

Common procedures

Do not go to the common procedure unless the step-action procedure directs
you to go.
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OCDL OCSysB
major (continued)

Action
This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
Summary of How to clear an OCDL OCSysB major alarm
Check for PM This flowchart summarizes the
alarms procedure.
* Use the instructions that follow this
Perform the flowchart to perform the procedure.
DTC Y | correct PM
alarms alarm clearing
running? procedure

N

Wait for auto-
matic recovery

Linkset in N | Contact the next
service? level of support

v

End

How to clear an OCDL OCSysB major alarm

At the MAP display

1 To access the OCDL level of the MAP display, type
>MAPCI;MTC;APPL;TOPSIP
and press the Enter key.
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OCDL OCSysB
major (continued)

2 Check under the PM header in the MAP display alarm banner. Determine if
alarms appear for digital trunk controllers (DTCs) under the PM header in the
MAP display alarm banner..

If DTC alarms Do
appear step 3
do not appear step 4
3 Perform the correct procedures in this document to clear all PM DTC alarms.

Complete the procedure and return to this point.
4 To post an OC-IP data link that runs an OCSysB major alarm, type
>POST A OCSYSB
and press the Enter key.
Example of a MAP display:
Linkset SSP100_LK SysB
Traf Sync Link
LK Stat Stat Resource Stat Physical Access Stat Action

0 SysB Sync LIU7 101 InSv DSOA
1 ManB Sync LIU7 103 InSv DSOA

Size of Posted Set =2

If you Do
posted an out-of-service link step 5
did not post an out-of-servicestep 11
link
5 Record the link name.
Note: The link name appears on the right of the Link header on the MAP
display.
6 To post the out of service link, type

>POST C link_name
and press the Enter key.
where

link_name
is the name of the link that you recorded before you started this
procedure

Example of a MAP display:
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OCDL OCSysB
major (end)

10
11

Linkset SSP100_LK ISTb
Traf Sync Link
LK Stat Stat Resource Stat Physical Access Stat Action
0 SysB Sync LIU7 101 InSv DSOA
1 ManB Sync LIU7 103 InSv DSOA

Size of Posted Set =2

Determine from office records the far-end office that connects to the posted
link.

Contact the far-end office to determine if the far-end office has DTC alarms.

If the far-end office Do
has DTC alarms step 9
does not have DTC alarms step 10

When the problems at the far-end office clear, determine the state of the
posted link.

Note: The link state appears on the right of the link name on the MAP
display.
Example of a MAP display:

Linkset SSP100_LK SYSB
Traf Sync Link
LK Stat Stat Resource Stat Physical Access Stat Action
0 SysB Sync LIU7 101 InSv DSOA
1 ManB Sync LIU7 103 InSv DSOA

Size of Posted Set = 2

If the state of the linkset Do
isInSv orlISTb step 11
is ManBor SysBsy step 10

For additional help, contact the next level of support.
The procedure is complete.
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2 Common channel signaling alarm
clearing procedures

Introduction

This chapter provides alarm clearing procedures for common channel
signaling. The MAP display indicates alarms for common channel signaling
under the CCS header of the alarm banner. Each procedure contains the
following sections:

Alarm display
Indication

Meaning

Result

Common procedures
Action

Alarm display
This section indicates how the MAP terminal displays the alarm.

Indication

This section indicates:

Meaning

where the alarm indication appears
how the system represents the alarm
the affected subsystem

the alarm level.

This section indicates the cause of the alarm.

Result

This section describes the results of the alarm condition.
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Common procedures
This section lists common procedures used during the alarm clearing
procedure. A common procedure is a series of steps repeated within
maintenance procedures, for example card removal and replacement. You can
find common procedures in the common procedures chapter in this NTP.

Do not use a common procedure unless the step-action procedure directs you
to the common procedure.

Action

This section provides a summary flowchart and a list of steps. A detailed
step-action procedure follows the flowchart.
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CCS 2RS LBC SPM
critical

Alarm display

CM MS 10D Net PM CCS Lns Trks Ext  APPL
. . 2RS . .
*C*

Indication

At the carrier level of the MAP display, an RS preceded by a number appears
under the CCS header of the alarm banner and a critical alarm indicator
appears beneath it.

Meaning

The DMS-Spectrum Peripheral Module (SPM) alarm system detects a
threshold crossing alert (TCA) for the laser bias current (LBC) performance
parameter. The metered measurement value for the LBC in the OC3 module
has exceeded 150% of its original installed value. A TCA occurs when the
LBC parameter count exceeds 150. The SPM clears the alarm when the
parameter count is less than 125.

Logs CARR800 and CARR810 relate to the LBC alarm. Table MNHSCARR
contains the datafill related to the LBC alarm.

Impact

A severe service-affecting condition exists. Immediate corrective action is
required.

The LBC alarm applies to the OC3 Section carrier type.

Common procedure

For basic information about SPM alarms, see “Accessing SPM alarms" in this
document.

Action
The following flowchart is only a summary of this procedure. Use the
instructions in the step-action procedure that follows the flowchart to clear the
alarm.
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2-4 Common channel signaling alarm clearing procedures

CCS 2RS LBC SPM
critical (continued)

Summary of clearing an LBC alarm

Identify the
SPM node with
the alarm

Y

Identify the
carrier and
OC3 module

Y

Replace faulty
module

Alarm
cleared?

N Contact next
level of
support

End

Clearing LBC alarms

At the MAP terminal

1 Access the carrier level of the MAP screen by typing
> MAPCI;MTC;TRKS;CARRIER
and pressing the Enter key.
Example of a MAP screen:
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CCS 2RS LBC SPM
critical (continued)

CLASS ML OS ALRM SYSB MANB UNEQ OFFL CBSY PBSY INSV
TRUNKS 1 0 28 28 0 O O O O 50

TIMING 0 0 O 0O 0 O O O O 2

HSCARR 0 0 0 1 3 0 1 O O 180

MTC:
TRKS:
CARRIER:

2 Display all carrier alarms by typing
>DISP ALARM
and pressing the Enter key.
Example of a MAP screen:

PM NOCKT PM NOCKT PM NOCKT PM NOCKT
DTC 013 DTC 014 DTC 015 DTC 0 18
SPM 20 29 SPM 20 30 SPM 20 31 SPM 20 32

DISPLAYED BY CONDITION : ALARM

DISP:
MORE...
3 Record the SPM number (NO) and circuit (CKT) number combinations.
4 Post the SPM OC3 carrier circuits by typing

>POST SPM spm_no OC3S
and pressing the Enter key.
where

spm_no
is the number of the SPM (0 to 63)

Example of a MAP screen:

0OC3s

N CLASS SITE SPM OC3RM OC3S STS3L CKT STATE TR MA
0 HSCARRHOST 20 0 O - 1InSv ——

1 HSCARRHOST 20 1 0O - 6InSv ——

SIZE OF POSTED SET : 2 MORE...
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2-6 Common channel signaling alarm clearing procedures

CCS 2RS LBC SPM
critical (continued)

5 List the alarms on each carrier by typing
>LISTALM carrier_no
and pressing the Enter key.
6 Identify the carrier with the LBC alarm. Identify its respective OC3 module by
typing
>DETAIL carrier_no
and pressing the Enter key.
Example of a MAP screen:

Detail 1
SPM 0 Ckt 6 Name: SPM_0_OC3S_2

7 Access the PM level of the MAP screen by typing
>MAPCI;MTC;PM
and pressing the Enter key.
Example of a MAP screen:

SysB ManB OffL CBsy ISTb InSv
PM 1 1 1 3 2 12

8 Post the SPMs by typing
>POST SPM spm_no
and pressing the Enter key.
where

spm_no
refers to number of the SPM (0 to 63)

Example of a MAP screen:
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CCS 2RS LBC SPM
critical (continued)

SysB ManB OffL CBsy ISTb InSv
PM 7 2 2 2 9 16
SPM 0 2 1 0 0 0
SPM 20 InSv  Loc: Site HOST Floor 1 Row A FrPos 13

Shif0 SL A Stat Shifo SL A Stat Shifl SL A Stat Shifl SL A Stat

—— 1-—— CEM1 81InSv 1-— ——— 8-———
—2- OC30 9AInSv 2- 9———
DSP 3 31InSv OC3 1101 InSv 3——— ——10-—
— 4- 11— 4 11—
——— 5——— DSP12 12 A InSv e — ——— 12—
— 6- DSP13 13 A InSv - —— —— 13 -———
CEMO 7 AlInSv 14 A InSv 7- 14— —

9 Select the active OC3 module by typing

>SELECT OC3 module_no
and pressing the Enter key.
where

module_no
is the number of the OC3 module (0 to 1)

Example of a MAP screen:

SPM20 OC31 Act InSv

Loc : Row E FrPos 8 ShPos 24 Shid 0 Slot 10 ProtGrp: 1

Default Load: SPMLOAD Prot Role: Spare
10 Determine whether the alarm condition applies to the active OC3 module.
If Do
the active OC3 step 11
the inactive OC3 step 13

11 Access the protection level of the MAP screen by typing
>PROT
and pressing the Enter key.

12 Do a manual protection switch with a module in the same protection group by
typing
>MANUAL from_unit_no to_unit_no
and pressing the Enter key.
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2-8 Common channel signaling alarm clearing procedures

CCS 2RS LBC SPM

critical (end)

13

14

15

16

17

where

from_unit_no
is the number (0 to 27) of the module with the alarm

to_unit_no
is the number (0 to 27) of the inactive module in the same protection
group

Example of a MAP screen:

SPM 20 OC3 1 Manual: Request has been submitted.
SPM 20 OC3 0 Manual: Command completed.

Replace the OC3. For detailed instructions, see the SPM section of the Card
Replacement Procedures. When you complete the card replacement
procedure, go to step 14 of this procedure.

Return to the carrier level of the MAP screen and list the alarms on the carrier
by typing

>LISTALM carrier_no

and pressing the Enter key.

Determine whether the alarm has cleared.

If the alarm list shows DO
LBC step 16
the inactive OC3 step 17

For further assistance, contact the personnel responsible for the next level of
support.

You have completed this procedure. Return to the Cl level of the MAP screen
by typing

>QUIT ALL

and pressing the Enter key.
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CCS 2RS OPR SPM
critical

Alarm display

Indication

Meaning

Impact

CM MS 10D Net PM CCS Lns Trks Ext APPL
. . 2RS . .
*C*

At the carrier level of the MAP display, an RS preceded by a number appears
under the CCS header of the alarm banner and a critical alarm indicator
appears beneath it.

The DMS-Spectrum Peripheral Module (SPM) alarm system detects a
threshold crossing alert (TCA) for the optical power received (OPR)
performance parameter. The metered measurement value for OPR in the OC3
module has dropped below 85% of the original calibrated value. A TCA occurs
when the OPR parameter drops below 85. The SPM clears the alarm when the
parameter rises above 95.

Logs CARR800 and CARR810 relate to the OPR alarm. Table MNHSCARR
contains the datafill related to the OPR alarm.

A severe service-affecting condition exists. Immediate corrective action is
required.

The OPR alarm applies to the OC3 Section carrier type.

Common procedure

Action

For basic information about SPM alarms, see “Accessing SPM alarms" in this
document.

The following flowchart is only a summary of this procedure. Use the
instructions in the step-action procedure that follows the flowchart to clear the
alarm.
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CCS 2RS OPR SPM
critical (continued)

Summary of clearing an OPR alarm

Identify the

SPM node with

the alarm

Identify the

carrier and the

OC3 module

Clean optical

connector and

test power
Does power \ Y Replace Alarm Y End

meet connector cleared?

specification?

I L
Repair the Replace the
fault in the —® OC3 module
incoming fiber

Does power Alarm v | End
meet cleared?
specification?
%N
cleared?

Contact the

next level of

support

End
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CCS 2RS OPR SPM
critical (continued)

Clearing an OPR alarm

At the MAP terminal

1 Access the carrier level of the MAP screen by typing
> MAPCI;MTC;TRKS;CARRIER
and pressing the Enter key.
Example of a MAP screen:

CLASS ML OSALRM SYSB MANB UNEQ OFFL CBSY PBSY INSV
TRUNKS 1 0 28 28 0 O O O O 50

TIMING 0 0 0O 0O O O O O O 2

HSCARR 0 0 0 1 3 0 1 0 O 180

MTC:
TRKS:
CARRIER:

2 Display all carrier alarms by typing
>DISP ALARM
and pressing the Enter key.
Example of a MAP screen:

PM NOCKT PM NOCKT PM NOCKT PM NOCKT
DTC 013 DTC 014 DTC 015 DTC 0 18
SPM 20 29 SPM 20 30 SPM 20 31 SPM 20 32

DISPLAYED BY CONDITION : ALARM
DISP:
MORE...

3 Record the SPM number (NO) and circuit (CKT) number combinations.
Post the SPM OC3 carrier circuits by typing
>POST SPM spm_no OC3S
and pressing the Enter key.
where

spm_no
is the number of the SPM (0 to 63)

Example of a MAP screen:
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2-12 Common channel signaling alarm clearing procedures

CCS 2RS OPR SPM
critical (continued)

0oCss
N CLASS SITE SPM OC3RM OC3S STS3L CKT STATE TR MA
0 HSCARRHOST 20 0 0 - 1InSv ——
1 HSCARRHOST 20 1 0 - 6InSv ——
SIZE OF POSTED SET : 2 MORE...

5 List the alarms on each carrier by typing

>LISTALM carrier_no
and pressing the Enter key.
6 Identify the carrier with the OPT alarm. Identify its respective OC3 module by
typing
>DETAIL carrier_no
and pressing the Enter key.

Example of a MAP screen:

Detail 1
SPM 20 Ckt 6 Name: SPM_0_OC3S_2

7 Access the PM level of the MAP screen by typing
>MAPCI;MTC;PM
and pressing the Enter key.
Example of a MAP screen:

SysB ManB OffL CBsy ISTb InSv
PM 1 1 1 3 2 12

8 Post the SPMs by typing
>POST SPM spm_no
and pressing the Enter key.
where

spm_no
refers to number of the SPM (0 to 63)

Example of a MAP screen:
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CCS 2RS OPR SPM
critical (continued)

SysB ManB OffL CBsy ISTb InSv
PM 7 2 2 2 9 16
SPM 0 2 1 0 0 0
SPM 20 InSv  Loc: Site HOST Floor 1 Row A FrPos 13

Shifo SL A Stat ShIf0 SL A Stat Shifl SL A Stat Shifl SL A Stat

— — 1-—— CEM1 81InSv 1-—— —— 8-———
— — 2-——0C30 9AInSV 2- 9-——
DSP 3 31InSv OC31101InSv 3-—— ——10-——
— 44— 11 - 4-—— — 11—
—— 5-—— DSP1212 AInSv 50— — 12—
—— 6-—— DSP1313AInSv 6-—— —— 13- ——
CEMO 7 AlInSv 14 A InSv 7- 14 - ——

9 Select the active OC3 module by typing

>SELECT OC3 module_no
and pressing the Enter key.
where

module_no
is the number of the OC3 module (0 to 1)

Example of a MAP screen:
SPM20 OC31 Act InSy

Loc: Row E FrPos 8 ShPos 24 Shid 0 Slot 10 Prot Grp: 1

Default Load: SPMLOAD Prot Role: Spare
10 Determine whether the alarm condition applies to the active OC3 module.
If the alarm applies to Do
the active OC3 step 11
the inactive OC3 step 13

11 Access the protection level of the MAP screen by typing
>PROT
and pressing the Enter key.

12 Do a manual protection switch with a module in the same protection group by
typing
>MANUAL from_unit_no to_unit_no
and pressing the Enter key.

where
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CCS 2RS OPR SPM
critical (continued)

from_unit_no
is the number (0 to 27) of the module with the alarm

to_unit_no
is the number (0 to 27) of the inactive module in the same protection
group

Example of a MAP screen:

SPM 20 OC3 1 Manual: Request has been submitted.
SPM 20 OC3 0 Manual: Command completed.

13 Remove the fiber connector from the receiver socket on the OC3 module.
Clean the socket and the connector with compressed air. Use an optical
power meter to measure the power at the receiver connector.

If the power is Do

above -34 dBm (for examplg,step 14

-30 dBm)
below -34 dBm step 15
14 Plug the fiber optic connector into the receiver socket. Return to the carrier

level of the MAP terminal and check if the alarm has cleared by typing
>LISTALM carrier_no
and pressing the Enter key.

15 Troubleshoot the incoming fiber optic cable and the network according to your
company procedures. When you have completed the procedure, return to this
point.

Note: Contact you next level of support if you are not familiar with the
procedures required to troubleshoot fiber optic and network connections.

16 Use an optical power meter to measure the power at the receiver connector.

If the power is Do

above -34 dBm (for example,step 17

-30 dBm)
below -34 dBm step 21
17 Plug the fiber optic connector into the receiver socket. Return to the carrier

level of the MAP terminal and check if the alarm has cleared by typing
>LISTALM carrier_no
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CCS 2RS OPR SPM
critical (end)

18

19

20

21

22

and pressing the Enter key.

If the alarm list shows Do
OPR step 18
None step 22

Replace the OC3 module. For detailed instructions, see the SPM section of
the Card Replacement Procedures. When you complete the card
replacement procedure, go to step 19 of this procedure.

Return to the carrier level of the MAP screen and list the alarms on the carrier
by typing

>LISTALM carrier_no

and pressing the Enter key.

Determine whether the alarm has cleared.

If the alarm list shows Do
OPT step 21
None step 22

For further assistance, contact the personnel responsible for the next level of
support.

You have completed this procedure. Return to the Cl level of the MAP screen
by typing

>QUIT ALL

and pressing the Enter key.
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CCS 2RS OPT SPM

critical
Alarm display
CM MS 10D Net PM CCS Lns Trks Ext APPL
. . 2 RS . .
*C*

Indication
At the carrier level of the MAP display, an RS preceded by a number appears
under the CCS header of the alarm banner and a critical alarm indicator
appears beneath it.

Meaning
The DMS-Spectrum Peripheral Module (SPM) alarm system detects a
threshold crossing alert (TCA) for the optical power transmitted (OPT)
performance parameter. The metered measurement value for OPT in the OC3
module has dropped below 85% of its original installed value. A TCA occurs
when the OPT parameter drops below 85. The SPM clears the alarm when the
parameter rises above 95.
Logs CARR800 and CARR810 relate to the OPT alarm. Table MNHSCARR
contains the datafill related to the OPT alarm.

Impact

A severe service-affecting condition exists. Immediate corrective action is
required.

The OPT alarm applies to the OC3 Section carrier type.

Common procedures

For basic information about SPM alarms, see “Accessing SPM alarms" in this
document.

Action

The following flowchart is only a summary of this procedure. Use the
instructions in the step-action procedure that follows the flowchart to clear the
alarm.
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CCS 2RS OPT SPM
critical (continued)

Summary of clearing an OPT alarm
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2-18 Common channel signaling alarm clearing procedures

CCS 2RS OPT SPM
critical (continued)

Identify the
SPM node with
the alarm

Y

Identify the
carrier and
OC3 module

Y

Check power
and clean
connector

End

Replace faulty
module

N Contact next
level of
support

Alarm
cleared?

End
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CCS 2RS OPT SPM
critical (continued)

Clearing an OPT alarm

At the MAP terminal

1 Access the carrier level of the MAP screen by typing
> MAPCI;MTC;TRKS;CARRIER
and pressing the Enter key.
Example of a MAP screen:

CLASS ML OS ALRM SYSB MANB UNEQ OFFL CBSY PBSY INSV
TRUNKS 1 0 28 28 0 0O O O O 50

TIMING 0 0 O 0O 0 O O O O 2

HSCARR 0 0 0 1 3 0 1 O 0 180

MTC:
TRKS:
CARRIER:

2 Display all carrier alarms by typing
>DISP ALARM
and pressing the Enter key.
Example of a MAP screen:

PM NOCKT PM NOCKT PM NOCKT PM NOCKT
DTC 013 DTC 014 DTC 0 15 DTC 0 18
SPM 20 29 SPM 20 30 SPM 20 31 SPM 20 32

DISPLAYED BY CONDITION : ALARM

DISP:
MORE....

3 Record the SPM number (NO) and circuit (CKT) number combinations.

4 Post the SPM OC3 carrier circuits by typing

>POST SPM spm_no OC3S
and pressing the Enter key.
where

spm_no
is the number of the SPM (0 to 63)

Example of a MAP screen:
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CCS 2RS OPT SPM
critical (continued)

0C3s
N CLASS SITE SPM OC3RM OC3S STS3L CKT STATE TR MA
0 HSCARRHOST 20 0 0 - 1InSv ——
1 HSCARRHOST 20 1 0 - 6InSv ——
SIZE OF POSTED SET : 2 MORE...
5 List the alarms on each carrier by typing

>LISTALM carrier_no
and pressing the Enter key.

6 Identify the carrier with the OPT alarm. Identify its respective OC3 module by
typing

>DETAIL carrier_no
and pressing the Enter key.
Example of a MAP screen:

Detail 1
SPM 0 Ckt 6 Name: SPM_0_OC3S_2

7 Access the PM level of the MAP screen by typing
>MAPCI;MTC;PM
and pressing the Enter key.
Example of a MAP screen:

SysB ManB OffL CBsy ISTb InSv
PM 1 1 1 3 2 12

8 Post the SPMs by typing
>POST SPM spm_no
and pressing the Enter key.
where

spm_no
refers to number of the SPM (0 to 63)

Example of a MAP screen:
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CCS 2RS OPT SPM
critical (continued)

PM
SPM

SysB ManB OffL CBsy ISTb InSv
7 2 2 2 9 16
0 2 1 0 O 0

SPM 20 InSv  Loc: Site HOST Floor 1 Row A FrPos 13

Shifo SL A Stat Shifo SL A Stat Shifl SL A Stat Shifl SL A Stat

1-—— CEM1 81InSv 1I-— — 88—
2——— 0OC30 9AInSv 2- 9-—
DSP 3 31InSv OC31 10 I InSv 3 - — ——10——
4—-—- 11 - 4-— —11 ——
5—-—— DSP12 12 A InSv 5-——12———
6 ——— DSP13 13 A InSv 6-———13———
14 A InSv 7- 14 - ——

CEMO 7 AlInSv

10

11

12

Select the active OC3 module by typing
>SELECT OC3 module_no

and pressing the Enter key.

where

module_no
is the number of the OC3 module (0 to 1)

Example of a MAP screen:
SPM20 OC31 Act InSv

Loc: Row E FrPos 8 ShPos 24 Shid 0 Slot 10 Prot Grp : 1
Default Load: SPMLOAD Prot Role: Spare

Determine whether the alarm condition applies to the active OC3 module.

If the alarm applies to Do
the active OC3 step 11
the inactive OC3 step 13

Access the protection level of the MAP screen by typing
>PROT
and pressing the Enter key.

Do a manual protection switch with a module in the same protection group by
typing

>MANUAL from_unit_no to_unit_no
and pressing the Enter key.
where
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CCS 2RS OPT SPM

critical (continued)

13

14

15

16

17

from_unit_no
is the number (0 to 27) of the module with the alarm
to_unit_no
is the number (0 to 27) of the inactive module in the same protection
group
Example of a MAP screen:

SPM 20 OC3 1 Manual: Request has been submitted.
SPM 20 OC3 0 Manual: Command completed.

Remove the fiber connector from the transmitter socket on the OC3 module.
Clean the socket and the connector with compressed air. Use an optical
power meter to measure the power at the transmitter socket.

If the power is Do

above -34 dBm (for examplg,step 14
-30 dBm)

below -34 dBm) step 15

Plug the fiber optic connector into the transmitter socket. Return to the carrier
level of the MAP terminal and check if the alarm has cleared by typing

>LISTALM carrier_no
and pressing the Enter key.

If the alarm list shows Do
OPT step 15
None step 19

Replace the module. For detailed instructions, see the SPM section of the
Card Replacement Procedures. When you complete the card replacement
procedure, go to 16 of this procedure.

Return to the carrier level of the MAP screen and list the alarms on the carrier
by typing

>LISTALM carrier_no

and pressing the Enter key.

Determine whether the alarm has cleared.

If the alarm list shows Do

OPT step 18
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CCS 2RS OPT SPM
critical (end)

If the alarm list shows Do
None step 19
18 For further assistance, contact the personnel responsible for the next level of
support.
19 You have completed this procedure. Return to the ClI level of the MAP screen
by typing
>QUIT ALL

and pressing the Enter key.
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CCS LK
minor
Alarm display
CM MS 10D Net PM CCS Lns Trks Ext APPL
1LK
Indication
Atthe MTC level of the MAP display, a number and LK appear under the CCS
header in the alarm banner. The LK indicates a minor alarm for a linkset (LK).
Meaning
Alinksetisin-service trouble. Not all links in the linkset are in-service trouble
or are out of service. The number of links in service is less than the required
threshold number.
The number under the CCS header in the alarm banner indicates the number
of linksets affected.
Result

The linkset can still carry traffic, but the traffic can be at a degraded level of
service. Clear this alarm as soon as possible. If all signaling links in the
in-service trouble linkset go out of service, a linkset major (LKM) alarm rises.
The linkset cannot carry traffic after an LKM alarm rises.

If a total router outage (TRO) occurs, all CCS7 links are blocked (Blkd) and
taken out of service. During a TRO, the system does not transmit or receive
the ISDN user part (ISUP) or transaction capabilities application part (TCAP)
messages. With the CCS7 links out of service, the system notifies the rest of
the CCS7 network that the service switching point (SSP) office is no longer
providing service.

When CCS7 links are blocked (BIkd), the system rejects commands RTS,
ACT, and UNIH until the CCS?7 links are unblocked.

Common procedures
This procedure refers to tfnning a C7BERpProcedure.

Do not go to the common procedure unless the step-action procedure directs
you to go.
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CCS LK
minor (continued)

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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CCS LK
minor (continued)

Summary of Clearing a CCS LK minor alarm

Check for PM This flowchart summarizes the
alarms procedure.
Use the instructions in the
* step-action table that follows this
LIM, LIU7, \ Y Perform flowchart to perform the procedure.
HLIU, or HSLR appropriate PM
alarms running? alarm clearing
. - procedure
N
Check traffic
and sync states
of a link
Restore link

Are there more
faulty links you
can try?

Linkset in
service?

End Contact next
level of support
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CCS LK
minor (continued)

Clearing a CCS LK minor alarm

At the MAP display

1 To access the C7LKSET level of the MAP display, type
>MAPCI;MTC;CCS;CCS7;C7LKSET
and press the Enter key.

2 Determine if LIM, LIU7, HLIU, or HSLR alarms appear under the PM header
in the MAP alarm banner.

If LIM, LIU7, HLIU, or HSLR Do
alarms
appear step 3
do not appear step 4
3 Perform the appropriate alarm clearing procedures in this document to clear

all PM LIM, PM LIU7, PM HLIU, or PM HSLR alarms. When you have
completed the procedures, return to this point.

4 To post a linkset that is running an LK minor alarm, type
>POST A LK
and press the Enter key.
Example of a MAP display:
Linkset SSP100_LK ISTh
Traf Sync Link
LK Stat Stat Resource Stat Physical Access Stat Action
0 SysB Sync LIU7 101 InSv DSOA

1 ISTb Sync LIU7 103 InSv DSOA
2 Blkd Alnd LIU7 105 InSv DSOA

Size of Posted Set = 3

If you Do

posted an in-service troublestep 5
linkset

did not post an in-service troublestep 56
linkset

5 Record the linkset name.

Note: The linkset name appears on the right of the Linkset header on the
MAP display.

6 Determine from office records which far-end office connects to the posted
linkset.
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CCS LK

minor (continued)
7
8
9

Contact the far-end office to determine if the office has LIM, LIU7, HLIU or
HSLR alarms.

If the far-end office Do
has LIM, LIU7, HLIU, or HSLR step 8
alarms

does not have LIM, LIU7, step9
HLIU, or HSLR alarms

Wait until the far-end office problems clear. Check the MAP display to
determine the state of the posted linkset.

Note: The linkset state appears on the right of the linkset name.
Example of a MAP display:

Linkset SSP100_LK SYSB
Traf Sync Link
LK Stat Stat Resource Stat Physical Access Stat Action
0 SysB Sync LIU7 101 InSv DSOA
1 ISTb Sync LIU7 103 InSv DSOA
2 Blkd Alnd LIU7 105 InSv DSOA

Size of Posted Set = 3

If the state of the linkset is Do

INSv step 56
RInh, Linh , ISTb, ManB or step 9
SysB

isISTb , ManB or SysB step 9
Blkd step 9

Determine if out-of-service or in-service trouble links are in the list for the
posted linkset.

Note: The link traffic state appears under the Traf Stat header in the MAP
display. Four links can show at one time in the posted linkset. The word
MORE appears at the bottom of the MAP display if more than four links are
in the linkset.

Example of a MAP display:
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CCS LK
minor (continued)

Linkset SSP100_LK SYSB
Traf Sync Link
LK Stat Stat Resource Stat Physical Access Stat Action
0 SysB Sync LIU7 101 InSv DSOA
1 ISTb Sync LIU7 103 InSv DSOA
1 BIkd Alnd LIU7 105 InSv DSOA
Size of Posted Set =3

If Do

out-of-service otSTb links ap- step 11
pear, and you did not work on
any of these links

out-of-service oBlkd links ap- step 10
pear, you worked on all of these

links, and there are more links to

be displayed

out-of-service otSTb links ap- step 52
pear, you worked on all of these

links, and there are no more

links to be displayed

all displayed links arenSv and step 10
there are more links to be dis-
played

all displayed links arenSv and step 52
there are no more links to be dis-
played

10 To display the next four links in the posted set, type
>NEXT
and press the Enter key.

Go to step 9.
11 To choose an out-of-service or in-service trouble link, look at the traffic state
for each link.
Note: The link traffic state appears under the Traf Stat header of the MAP
display.
If the traffic state for Do

at least one link iRInh . and step 14
you have not worked on that link
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CCS LK
minor (continued)

12

If the traffic state for Do

atleastone linkigInh andyou step 17
have not worked on that link

atleastone link i8lkd andyou step 14
have not worked on that link

atleast one link idanBand you step 23
have not worked on that link

at least one link isISTb or step 25
SysB and you have not worked
on that link

all links is eitherRInh , LInh , step 55
ISTb, ManB or SysB and

these links have failed to return

to service

a minimum of one link isvianB  step 23
You did not work on the link

a minimum of one link idSTb  step 25
or SysB. You did not work on
the link

all links are ISTb, ManB or step 55
SysB. These links failed to re-
turn to service

To determine the type of the faults on the link, type
>QUERYFLT link_no

and press the Enter key.

where

link_no
is the number of the link (0 to 15)

Example of a MAP display:
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CCS LK
minor (continued)

13

14

15

16

17

Linkset COMR_COML_LKSET SysB

Traf Sync Link
LK Stat Stat Resource Stat Physical Access Stat Action
2 Blkd Alnd LIU7 20 InSv DSOA

Size of Posted Set =1

QueryFlt 0

Link in Blkd state due to unavailability of External Routing
Display CCS alarms for External Routing information

To clear the Blkd condition, display the CCS RSRC or RTRM alarms.

To clear the alarms, bring additional routers online. Use the following
procedures in this document to bring the routers online:

* Clearing an RSC alarm
* Clearing an RTRM alarm.
Go to step 44.

Determine from office records which far-end office connects to the posted
linkset.

Contact the far-end office to determine why the operating company personnel
inhibited the link at that location.

Wait until the far-end office restores the link. Determine the traffic state of the
remote inhibited link.

Note: The link traffic state appears under the Traf Stat header of the MAP
display.

Example of a MAP display:

Linkset SSP100_LK ISTb
Traf Sync Link
LK Stat Stat Resource Stat Physical Access Stat Action
0 InSv Sync LIU7 101 InSv DSOA
1 ISTb Sync LIU7 103 InSv DSOA
2 InSv Sync LIU7 105 InSv DSOA
Size of Posted Set = 3

If the link traffic state is Do

InSv step 52
Linh step 17
ManB step 23
ISTb or SysB step 25

Determine from office records or from operating company personnel why the
link is inhibited locally.
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minor (continued)
18 When you have permission to uninhibit the link, type
>UINH link_no
and press the Enter key.
where
link_no
is the number of the inhibited link (0 to 15)
If the UINH command Do
passed step 19

failed, and this is the first at- step 20
tempt to uninhibit the link

failed, and this is the second atstep 9
tempt to uninhibit the link

19 Determine the link traffic state.
Note: The link traffic state appears under the Traf Stat header on the MAP
display.
Example of a MAP display:

Linkset SSP100_LK ISTb
Traf Sync Link
LK Stat Stat Resource Stat Physical Access Stat Action
0 InSv Sync LIU7 101 InSv DSOA
1 ISTb Sync LIU7 103 InSv DSOA

Size of Posted Set =2

If the link traffic state is Do
InSv step 52
other than listed here step 9
20 Contact your next level of support to determine if datafill that relates to the link

changed at either end of the link.

If entries Do

changed at either end of the link step 21

did not change at either end oftep 22
the link

21 Contact the next level of support. Follow the instructions to correct the
problem.

When you correct the problem, go to step 18.
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CCS LK
minor (continued)

22 Consult your next level of support to determine why the UINH command
failed.

When you correct the problem, go to step 18.

23 Determine from office records or from operating company personnel why the
link is manual busy.

When you have permission, continue this procedure.
24 To return the link to service, type

>RTS link_no

and press the Enter key.

where

link_no
is the number of the inhibited link (0 to 15)

If the RTS command Do

failed step 9

passed, but the link traffic statestep 14
is RInh

passed, but the link traffic statestep 17
is LInh

passed, but the link traffic statestep 25
isISTb orSysB

passed, and the link traffic statestep 52
is InSv

25 Determine the link synchronization state.

Note: The link synchronization state appears under the Sync Stat header
of the MAP display.

Example of a MAP display:

Linkset SSP100_LK ISTh
Traf Sync Link
LK Stat Stat Resource Stat Physical Access Stat Action
0 InSv Sync LIU7 101 InSv DSOA
1 ISTb Sync LIU7 103 InSv DSOA

Size of Posted Set =2

If the link synchronization state Do
is
Sync or Alnd step 42
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minor (continued)

If the link synchronization state Do
is
other than listed here step 26

26 To inhibit the link, type
>INH link_no
and press the Enter key.
where

link_no
is the number of the link (0 to 15) you want to inhibit

If the INH command Do

passed step 27

failed, and the link traffic state isstep 27
SysB

failed, and the link traffic state is step 9
ISTb

27 To manually busy the link, type
>BSY link_no
and press the Enter key.
where

link_no
is the number of the link (0 to 15)

If the response is Do

Link  link_no:Traffic step 28
is  running on that

link Please confirm
(“YES",*Y","NO", or

“N™):

a message not listed here, whicktep 55
can include the above response

28 To confirm the command, type
>YES
and press the Enter key.

Note: If the link is associated with an HLIU or HSLR, do not use the
DEACT command. Go to step 31, then step 30, then continue with step 32.
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29 To deactivate the link, type
>DEACT link_no
and press the Enter key.
where

link_no
is the number of the link (0 to 15)

30 To activate the link, type
>ACT link_no
and press the Enter key.

where
link_no
is the number of the link (0 to 15)
If the ACT command Do

passed, and the link synchronistep 44
zation state iSync or Alnd

passed, and the link synchronistep 33
zation state is notSync or
Alnd

failed step 33

31 To return the link to service, type
>RTS link_no
and press the Enter key.
where

link_no
is the number of the link (0 to 15)

32 To uninhibit the link, type
>UINH link_no
and press the Enter key.

where
link_no
is the number of the link (0 to 15)
If the UINH command Do

passed, and the link synchronistep 44
zation state is eitheBGync or
Alnd
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CCS LK
minor (continued)

If the UINH command Do

passed, and the link synchronistep 33
zation state is neitheBync or

Alnd

failed step 33
33 Wait 8 min to see if the link activates.

!f the link synchronization state Do

is

Sync or Alnd step 44

other than listed here, and yowstep 34
did not ask the far-end office to
activate the link

other than listed here, and yostep 9
asked the far-end office to acti-
vate the link

34 Tell operating company personnel at the far-end office that:

* You will busy, deactivate, return to service, and activate the link to align
the link again.

* The link must activate from both ends after you busy, deactivate, and
return the link to service.

Coordinate your activities with the activities of the far-end office to realign the
link.

35 To inhibit the link, type
>INH link_no
and press the Enter key.
where

link_no
is the number of the link (0 to 15)

If the INH command Do

passed step 36

failed, and the link traffic state is step 36
SysB
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If the INH command Do

failed, and the link traffic state is step 9
ISTb

36 To manually busy the link, type
>BSY link_no
and press the Enter key.

where
link_no
is the number of the link (0 to 15)
If the response is Do
Link  link_no:Traffic step 37

is running on that
link Please confirm
(“YES","Y",“NO", or
“N"):

other than listed here, which carstep 55
include the above response

37 To confirm the command, type
>YES
and press the Enter key.

Note: If the link is associated with an HLIU or HSLR, do not use the
DEACT command. Go to step 40, then step 39, then continue with step 41.

38 To deactivate the link, type
>DEACT link_no
and press the Enter key.
where

link_no
is the number of the link (0 to 15)

39 Tell personnel at the far-end office to activate the link on which you are
working. Activate the link at your end at the same time as the far-end office
activates the link. Type

>ACT link_no
and press the Enter key.
where

link_no
is the number of the link (0 to 15)
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40 To return the link to service, type
>RTS link_no
and press the Enter key.
where

link_no
is the number of the link (0 to 15)

If the ACT command Do

passed, and the link synchronistep 42
zation state iSync or Alnd

passed, and the link synchronistep 9
zation state is notSync or
Alnd

failed step 9

41 To uninhibit the link, type
>UINH link_no
and press the Enter key.
where

link_no
is the number of the link (0 to 15)

If the UINH command Do

passed, and the link synchronistep 42
zation state isSync or Alnd

passed, and the link synchronistep 9
zation state is notSync or
Alnd

failed step 9

42 Determine the traffic state of the link.

Note: The link traffic state appears under the Traf Stat header on the MAP
display.

Example of a MAP display:
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Linkset SSP100_LK SYSB
Traf Sync Link
LK Stat Stat Resource Stat Physical Access Stat Action
0 SysB Sync LIU7 101 InSv DSOA
1 ISTb Sync LIU7 103 InSv DSOA

Size of Posted Set = 2

If the link traffic state is Do

InSv step 52
other tharinSv step 43
is other thaninSv step 44

43 To inhibit the link, type
>INH link_no
and press the Enter key.

where
link_no
is the number of the link (0 to 15)
If the INH command Do
passed step 44
failed, and the link traffic state is step 44
SysB
failed, and the link traffic state isstep 9
ISTb

44 To manually busy the link, type
>BSY link_no
and press the Enter key.
where
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link_no
is the number of the link (0 to 15)

If the response is Do

Link  link_no:Traffic step 45
is running on that

link Please confirm
(“YES","Y",“NO", or

“N"):

other than listed here, which carstep 55
include the above response

45 To confirm the command, type
>YES
and press the Enter key.

46 To test the link, type
>TST link_no
and press the Enter key.
where

link_no
is the number of the link (0 to 15)

If the TST command Do

passed step 48

failed, and you did not run a bitstep 47
error rate test on the link

failed step 9

failed, and you ran a bit errorstep 9
rate test on the link

47 Perform the procedure Running a C7BERT in this document. Complete the
procedure and return to this point.

Note: Perform a bit error rate test on any link in the posted linkset that fails
the manual test at step 46.

Go to step 50.

48 To return the link to service, type
>RTS link_no
and press the Enter key.
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where
link_no
is the number of the link (0 to 15)
If the RTS command Do
passed, and the link idnh step 51
passed step 52

failed, and this is the first time step 49
you have tried the RTS com-
mand at this point

failed, and this is the secondstep 9
time you have tried the RTS
command at this point

49 Wait 10 min.
Go to step 48.
50 Your next action depends on the results of the bit error rate test.

If during the bit error rate test Do
the system instructed you

to return the link to service step 51

not to return the link to service  step 9

51 To uninhibit the link, type
>UINH link_no
and press the Enter key.
where

link_no
is the number of the link (0 to 15)

If the UINH command Do
passed, and the link isSv step 52
passed, and the linkis ndhSv ~ step 9
failed step 9
52 Determine the linkset state.
Note: The linkset state appears on the right of the linkset name on the
MAP display.
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Example of a MAP display:

Linkset SSP100_LK InSv
Traf Sync Link
LK Stat Stat Resource Stat Physical Access Stat Action
0 InSv Sync LIU7 101 InSv DSOA
1 ISTb Sync LIU7 103 InSv DSOA

Size of Posted Set = 2

If the state of the linkset is Do

InSv step 56
ManB ISTb, or SysB, and all step 53
links arelnSv

ManB ISTb , or SysB, none of step 9
the displayed links ardnSv ,

and there are more links to be
displayed

ManB ISTb , or SysB, none of step 55
the displayed links arénSv .,
and there are no more links to be

displayed
53 Determine from office records which far-end office connects to the posted
linkset.
54 Tell the operating company personnel at the far-end office that you are

running an LK minor alarm and that one or more associated links connected
to your office are in service.

Go to step 56.
55 For additional help, contact the next level of support.
56 The procedure is complete.
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CCS LK
minor in a DPNSS

Alarm display

CM MS 10D Net PM CCSs Lns Trks Ext APPL
1LK

Indication
Atthe MTC level of the MAP display, a number and LK appear under the CCS
header in the alarm banner. The LK indicates minor alarm for a linkset (LK).
Meaning
The number of DPNSS links affected appears to the left of LK. These links
are system busy or in service trouble.
Result

An LK alarm indicates that the linkset cannot communicate with the private
branch exchange (PBX). To prevent an change in service, clear the LK alarms
at the first opportunity.

Common procedures
There are no common procedures.

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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Summary in Clearing a CCS LK alarm

Access
DPNSS level
of MAP display

\

Check traffic
states of link(s)

Link Y Restore link

Restore link

Link

restored?

This flowchart summarizes the
procedure.

Use the instructions that follow
this flowchart to perform the
procedure.

N| Contact next
level of support

A
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CCS LK
minor in a DPNSS (continued)

Clearing a CCS LK alarm

At your current location

1 To access the DPNSS level of the MAP display, type
>MAPCI;MTC;CCS;DPNSS
and press the Enter key.

2 To post all links that have an LK minor alarm, type
>POST A
and press the Enter key.
Example of a MAP display:

Link name  Link ST Carr. action in
(carrier) state No. state state progress
PDTCO03 SYSB 108 INSV INSV

2 links in post set, 1 after current link

3 Record the link name. The link name appears under the header Link name
on the MAP display.

4 To display the next link, type
>NEXT

and press the Enter key.
5 Repeat steps 3 and 4 until you record the names of all links that have alarms.
To post a link that has an LK alarm, type
>POST L link_name
and press the Enter key.
where

link_name
is the name of the link that you recorded in step 3

7 Identify the link state of the posted link.
Example of a MAP response:
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Link name  Link ST Carr. action in
(carrier) state No. state state progress
PDTCO03 SYSB 108 INSV INSV

2 links in post set, 1 after current link
If the link state Do
is SysB step 8
isISTb step 22
8 To busy the link, type
>BSY

and press the Enter key.

If you Do

can set the SysB link to busy step 10
cannot set the SysB link to busy step 9

9 Use the FORCE option on the link that you cannot busy. To force the
command on the link, type

>BSY FORCE
and press the Enter key.
10 To return the link to service, type
>RTS
and press the Enter key.

If the RTS command Do

passed step 11

failed step 12
11 Determine if other LK alarms are present.

If Do

another LK alarm is present step 6

another LK alarm does is notstep 39
present

12 Check the state of the signaling terminal (ST).

297-8021-543 Standard 14.02 May 2001



Common channel signaling alarm clearing procedures 2-47

CCS LK
minor in a DPNSS (continued)

Example of a MAP response:

Link name Link

ST Carr. action in

(carrier) state No. state state progress

PDTCO03 SYSB

2 links in post set,

108 SYSB INSV

1 after current link

If the ST Do
is SysB step 13
is CBsy step 13
is InSv step 17
13 Perform the procedure Clearing an STC alarm in this document. Clear the

alarm for the signaling terminal controller (STC) and return to this point.

14 To busy the link, type

>BSY

and press the Enter key.

If you

Do

can set the SysB link to busy step 16

cannot set the SysB link to busy step 15

15 Use the FORCE option on the link that you cannot busy. To force the
command on the link, type

>BSY FORCE

and press the Enter key.

16 To return the link to service, type

>RTS

and press the Enter key.

If the RTS command Do

passed step 11

failed step 17
17 Check the carrier state.

Example of a MAP response:
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minor in a DPNSS (continued)

18

19

20

21

22

Link name  Link ST Carr. action in
(carrier) state No. state state progress
PDTCO03 SYSB 108 InSv  SysB

2 links in post set, 1 after current link
If the carrier state Do
is SysB step 18
is InSv step 22

Perform the procedure Clearing an IPML alarm in this document. Clear the
alarm for the interperipheral message link (IPML) and return to this point.

To busy the link, type
>BSY
and press the Enter key.

If you Do

can set the SysB link to busy step 21
cannot set the SysB link to busy step 20

Use the FORCE option on the link that you cannot busy. To force the
command on the link, type

>BSY FORCE

and press the Enter key.

To return the link to service, type
>RTS

and press the Enter key.

If the RTS command Do
passed step 11
failed step 22

Check the action in progress field on the MAP display.
Example of a MAP response:
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23

24

25
26

27

Link name  Link ST Carr. action in
(carrier) state No. state state progress
PDTCO03 SYSB 108 InSv  SysB resetting all

LAPS

2 links in post set, 1 after current link
If the MAP response Do
is querying ST step 23
is hunting flags step 2
is resetting all LAPS step 24
is resetting <n> LAPS step 25
is all LAPS deactivated step 34
is LAP(s) deactivated step 34
is no display step 39

This message appears at normal intervals. If the message does not clear in
seconds, a fault is present.

Go to step 38.

The fault is with the other PBX.

Go to step 38.

This temporary state is normal while the link returns to service.

Use the QUERYLAP command to identify the LAPs that attempt to reset.
Type

>QUERYLAP FULL
and press the Enter key.
Example of a MAP response:

LAP: 00000000001111111111222222222233
01234567890123456789012345678901
Real: e ——— rreererr

Virtual: ST Frrrrerr—=reeeeerreeeeeer

To reactivate the LAPs, type
>ACTLAP ALL
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minor in a DPNSS (continued)

28

29

30

31

32

and press the Enter key.

If the LAP Do
reactivates step 39
does not reactivate step 28

To access the trunk test position (TTP) level of the MAP display, type
>TRKS;TTP

and press the Enter key.

Example of a MAP response:

POST DELQ BUSYQ DIG

TTP1

CKTTYPE PM.NO COM LANG STA S R DOT TE RESULT
2W DP DP PDTC 1517 SVNV2W 60 SB + . DIG

If the trunks Do

are in lock-out (LO) state step 38
are in system-busy (SB) state step 29

To post the link that is system busy, type
>POST A SB

and press the Enter key.

To busy the link, type

>BSY

and press the Enter key.

If you Do

can set the SysB link to busy step 32
cannot set the SysB link to busy step 31

Use the FORCE option on the link that you cannot busy. To force the
command on the link, type

>BSY FORCE

and press the Enter key.

To return the link to service, type
>RTS
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and press the Enter key.

If the RTS command Do

passed step 33

failed step 38
33 The LAP resets automatically.

If the LAP Do

does reset step 39

does not reset step 38

34 To reactivate the LAPs, type
>ACTLAP ALL
and press the Enter key.
35 To busy the link, type
>BSY
and press the Enter key.

If you Do

can set the SysB link to busy step 37
cannot set the SysB link to busy step 36

36 Use the FORCE option on the link that you cannot busy. To force the
command on the link, type

>BSY FORCE
and press the Enter key.
37 To return the link to service, type
>RTS
and press the Enter key.

If the RTS command Do

passed step 11

failed step 38
38 For additional help, contact the next level of support.
39 The procedure is complete.
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CCS LKM
major

Alarm display

CM MS 10D Net PM CCSs Lns Trks Ext APPL
1LKM

Indication
Atthe MTC level of the MAP display, a number precedes LKM under the CCS
header in the alarm banner. The LKM indicates a major alarm for a linkset.
Meaning
A linkset is out of service. No links in the linkset can carry traffic.
The number under the common channel signaling (CCS) header in the alarm
banner indicates the number of linksets affected.
Result

Signaling on the linkset is not possible. Traffic routes to another linkset if a
linkset is available. The traffic can be at a degraded level of service.

Common procedures
This procedure refers ®unning a C7/BERT

Do not go to the common procedure unless the step-action procedure directs
you to go.

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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major (continued)

Summary of How to clear a CCS LKM major alarm

Check for PM This flowchart summarizes the
alarms procedure.

Use the instructions in the
step-action table that follows this

Perform § flowchart to perform the procedure.

Y

LIM, LIU7, HLIU;
or HSLR alarms
running?

appropriate PM
alarm clearing
procedure

Check traffic
and sync states
of a link

N/

Restore link

Contact next

Are there more\ N
level of support

faulty links you
can try?

Linkset in
service?

procedure?

Return to RSC End
or RSM alarm
procedure
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major (continued)

How to clear a CCS LKM major

At the MAP display

1 To access the C7LKSET level of the MAP display, type
>MAPCI;MTC;CCS;CCS7;C7LKSET
and press the Enter key.

If you Do

come to this procedure from the RSC or thstep 6
RSM alarm clearing procedure

do not come to this procedure from the RS6&tep 2
or the RSM alarm clearing procedure

2 Determine if LIM, LIU7, HLIU, or HSLR alarms appear under the PM header
in the MAP display alarm banner.
If LIM, LIU7, HLIU, or HSLR Do
alarms
appear step 3
do not appear step 4
3 Perform the correct alarm clearing procedures in this document to clear all

PM LIM, PM LIU7, PM HLIU, or PM HSLR alarms. Complete the procedures
and return to this point.

4 To post a linkset that runs an LKM major alarm, type
>POST A LKM
and press the Enter key.
Example of a MAP display:
Linkset SSP100_LK SysB
Traf Sync Link
LK Stat Stat Resource Stat Physical Access Stat Action
0 SysB Sync LIU7 101 InSv DSOA

1 ManB alnd LIU7 103 InSv DSOA
2 ManB DAct DLIU 300 InSv DS1

Size of Posted Set =3

If you Do

posted an out-of-service linkset step 5

did not post an out-of-servicestep 57
linkset
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CCS LKM
major (continued)

5 Record the linkset name.
Note: The linkset name appears on the right of the Linkset header on the
MAP display.

6 To post the out of service link, type

>POST C linkset_name
and press the Enter key.
where

linkset_name
is the name of the linkset that you recorded before you started this

procedure
Example of a MAP display:

Linkset SSP100_LK ISTb
Traf Sync Link
LK Stat Stat Resource Stat Physical Access Stat Action
0 SysB Sync LIU7 101 InSv DSOA
1 ManB alnd LIU7 103 InSv DSOA
2 ManB DAct DLIU 300 InSv DS1

Size of Posted Set = 3

7 Determine from office records the far-end office that connects to the posted
linkset.
8 Contact the far-end office to determine if it has LIM, LIU7, HLIU, or HSLR
alarms.
If the far-end office Do
has LIM, LIU7, HLIU, or HSLR step 9
alarms

does not have LIM, LIU7, step 10
HLIU, or HSLR alarms

9 When the problems at the far-end office clear, determine the state of the
posted linkset.

Note: The linkset state appears on the right of the linkset name on the
MAP display.

Example of a MAP display:
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CCS LKM
major (continued)

10

Linkset SSP100_LK SYSB
Traf Sync Link
LK Stat Stat Resource Stat Physical Access Stat Action
0 SysB Sync LIU7 101 InSv DSOA
1 ManB alnd LIU7 103 InSv DSOA
2 ManB DAct DLIU 300 InSv DS1

Size of Posted Set =3

If the state of the linkset Do
isInSv orlISTb step 54
iIsRInh , LInh , ManB orSysB step 10

is ManBor SysBsy step 10

Determine if the posted linkset contains out-of-service links.

Note: The link traffic state appears under the Traf Stat header in the MAP
display. Up to four links show at one time in the posted linkset. If more
than four links are in the linkset, the word “more" appears at the bottom of
the MAP display.

Example of a MAP display:

Linkset SSP100_LK SYSB
Traf Sync Link
LK Stat Stat Resource Stat Physical Access Stat Action
0 SysB Sync LIU7 101 InSv DSOA
1 ManB aind LIU7 103 InSv DSOA
2 ManB DAct DLIU 300 InSv DS1

Size of Posted Set = 3

If Do

out-of-service links are displayed and you did natep 12
work on any of these links

out-of-service olSTb links are displayed, you step 11
worked on all of these links, and there are more
links to be displayed

out-of-service onSTb links are displayed, you step 51
worked on all of these links, and there are no more
links to be displayed

all displayed links arénSv or ISTb , and there step 11
are more links to be displayed
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CCS LKM
major (continued)

If Do

all displayed links arénSv or ISTb , and there step 51
are no more links to be displayed

11 To display the next four links in the posted set, type
>NEXT
and press the Enter key.
Go to step 10.
12 To choose an out-of-service link, check the traffic state for each link.

Note: The link traffic state appears under the Traf Stat header of the MAP
display.

If the traffic state for Do

atleastone link isnSv andyou step 51
cannot restore ariglnh , LInh ,
ManB or SysB links

a minimum of one link idnSv ~ step 51
and you cannot restore any
ManBor SysBsy links

atleastone link iRInh andyou step 13
did not work on that link

atleastone linkigInh andyou step 16
did not work on that link

atleastone link iManBand you step 22
did not work on that link

atleastone link iSysB and you step 24
did not work on that link

all links are RInh, Linh , step 56
ManB or SysB and these links
did not return to service

all links areManB or SysBsy step 56
and these links did not return to
service

13 Determine from office records which far-end office connects to the posted
linkset.
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mMajor (continued)
14
15
16
17

Contact the far-end office to determine why the operating company personnel
inhibited the link at a remote location.

When the far-end office restores the link, determine the traffic state of the
remotely inhibited link.

Note: The link traffic state appears under the Traf Stat header of the MAP
display.

Example of a MAP display:

Linkset SSP100_LK ISTb
Traf Sync Link
LK Stat Stat Resource Stat Physical Access Stat Action
0 SysB Sync LIU7 101 InSv DSOA
1 ManB aind LIU7 103 InSv DSOA
2 ManB DAct DLIU 300 InSv DS1

Size of Posted Set =3

If the link traffic state is Do

InNSv orISTb step 51
Linh step 16
ManB step 22
SysB step 24

Determine from office records or from operating company personnel why the
link was locally inhibited.

When you have permission, uninhibit (UINH) the link. Type
>UINH link_no
and press the Enter key.

where
link_no
is the number of the inhibited link (0 to 15)
If the UINH command Do
passed step 18

failed, and this is the first time step 19
you have tried to uninhibit the
link

failed, and this is the secondstep 10
time you have tried to uninhibit
the link

297-8021-543 Standard 14.02 May 2001



Common channel signaling alarm clearing procedures 2-59

CCS LKM
major (continued)

18

19

20

21

22

23

Determine the link traffic state.

Note: The link traffic state appears under the Traf Stat header on the MAP
display.

Example of a MAP display:

Linkset SSP100_LK InSv
Traf Sync Link
LK Stat Stat Resource Stat Physical Access Stat Action
0 SysB Sync LIU7 101 InSv DSOA
1 ManB alnd LIU7 103 InSv DSOA
2 ManB DAct DLIU 300 InSv DS1

Size of Posted Set =3

If the link traffic state is Do
InNSv orISThb step 51
other than listed here step 10

Contact your next level of support to determine if datafill that relates to the link
has been changed at either end of the link.

If datafill Do

changed at either end of the link step 20

did not change at either end oftep 21
the link

Consult your next level of support. Follow the instructions of your next level
of support to correct the problem.

When you correct the problem, go to step 17.

Consult your next level of support to determine why the UINH command
failed.

When you correct the problem, go to step 17.

Determine from office records or from operating company personnel why the
link is manual busy.

When you have permission, continue this procedure.
To return the link to service, type

>RTS link_no

and press the Enter key.

where

link_no
is the number of the link (0 to 7)
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CCS LKM
major (continued)

link_no

is the number of the link (0 to 15)

If the RTS command Do
failed step 10
passed, but the link traffic statestep 13
is RInh
passed, but the link traffic statestep 16
is LInh
passed, but the link traffic statestep 24
is SysB
passed, and the link traffic statestep 51
isInSv orISTh

24 Determine the link synchronization state.

Note: The link synchronization state appears under the Sync Stat header

of the MAP display.
Example of a MAP display:

Linkset SSP100_LK ISTb

Traf Sync Link
LK Stat Stat Resource Stat Physical Access
0 SysB Sync LIU7 101 InSv DSOA
1 ManB alnd LIU7 103 InSv DSOA
2 ManB DAct DLIU 300 InSv DS1

Size of Posted Set =3

Stat Action

If the link synchronization state
is

Do

Sync or Alnd
other than listed above

other than listed above

step 41
step 25
step 26

25 To inhibit the link, type
>INH link_no
and press the Enter key.
where
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major (continued)

link_no
is the number of the link (0 to 15)

If the INH command Do
passed step 26
failed, and the link traffic state is step 26
SysB

failed, and the link traffic state is step 10
ISTb

26 To manually busy the link, type
>BSY link_no
and press the Enter key.
where

link_no
is the number of the link (0 to 7)

link_no
is the number of the link (0 to 15)

If the response is Do

Link  link_no:Traffic step 27
is running on the link

Please confirm
(“YES",*Y","NQO", or

“N"):

other than listed here, includingstep 56
additional messages with above
response

27 To confirm the command, type
>YES
and press the Enter key.

28 To deactivate the link, type
>DEACT link_no
and press the Enter key.
where

link_no
is the number of the link (0 to 7)
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major (continued)

link_no
is the number of the link (0 to 15)

29 To activate the link, type
>ACT link_no
and press the Enter key.
where

link_no
is the number of the link (0 to 7)

link_no
is the number of the link (0 to 15)

If the ACT command Do

passed, and the link synchronistep 41
zation state iSync or Alnd

passed, and the link synchronistep 32
zation state is notSync or
Alnd

failed step 32

30 To return the link to service, type
>RTS link_no
and press the Enter key.
where

link_no
is the number of the link (0 to 7)

link_no
is the number of the link (0 to 15)

31 To uninhibit the link, type
>UINH link_no
and press the Enter key.

where
link_no
is the number of the link (0 to 15)
If the UINH command Do

passed, and the link synchronistep 41
zation state iSync or Alnd
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If the UINH command Do

passed, and the link synchronistep 32
zation state is notSync or

Alnd

failed step 32
32 Wait 8 min to see if the link activates.

!f the link synchronization state Do

is

Sync or Alnd step 41

other than listed here, and yowstep 33
did not ask the far-end office to
activate the link

other than listed here, and yowstep 10
asked the far-end office to acti-
vate the link

33 Contact the far-end office. Tell the personnel at that location the following
information:

* You will busy, deactivate, return to service, and activate the link in order
to align the link again.

* Both ends must activate the link after you busy, deactivate, and return the
link to service.

Coordinate your activities with the far-end office to align the link again.
34 To inhibit the link, type

>INH link_no

and press the Enter key.

where

link_no
is the number of the link (0 to 15)

If the INH command Do

passed step 35

failed, and the link traffic state is step 35
SysB
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35

36

37

38

If the INH command Do

failed, and the link traffic state is step 10
ISTb

To manually busy the link, type
>BSY link_no
and press the Enter key.

where
link_no
is the number of the link (0 to 7)
link_no
is the number of the link (0 to 15)
If the response is Do
Link  link_no:Traffic step 36
is running on the link
Please confirm
(“YES",*Y","NQO", or
“N"):

other than listed here, includingstep 56
additional messages with above
response

To confirm the command, type
>YES

and press the Enter key.

To deactivate the link, type
>DEACT link_no

and press the Enter key.
where

link_no
is the number of the link (0 to 7)

link_no
is the number of the link (0 to 15)

Tell the personnel at the far-end office to activate the link on which you are
working. Activate the link at your end at the same time the far-end office
activates the link at their end. Type

>ACT link_no
and press the Enter key.
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where

link_no
is the number of the link (0 to 7)

link_no
is the number of the link (0 to 15)

If the ACT command Do

passed, and the link synchronistep 41
zation state iSync or Alnd

passed, and the link synchronistep 10
zation state is notSync or
Alnd

failed step 10

39 To return the link to service, type
>RTS link_no
and press the Enter key.
where

link_no
is the number of the link (0 to 7)

link_no
is the number of the link (0 to 15)

40 To uninhibit the link, type
>UINH link_no
and press the Enter key.
where

link_no
is the number of the link (0 to 15)

If the UINH command Do

passed, and the link synchronistep 41
zation state iSync or Alnd

passed, and the link synchronistep 10
zation state is notSync or
Alnd

failed step 10
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41 Determine the traffic state of the link.

Note: The link traffic state appears under the Traf Stat header on the MAP
display.

Example of a MAP display:

Linkset SSP100_LK SYSB
Traf Sync Link
LK Stat Stat Resource Stat Physical Access Stat Action
0 SysB Sync LIU7 101 InSv DSOA
1 ManB alnd LIU7 103 InSv DSOA
2 ManB DAct DLIU 300 InSv DS1

Size of Posted Set =3

If the link traffic state is Do

INSv step 51
other than listed here step 42
other than listed here step 43

42 To inhibit the link, type
>INH link_no
and press the Enter key.

where
link_no
is the number of the link (0 to 15)
If the INH command Do
passed step 43

failed, and the link traffic state is step 43
SysB

failed, and the link traffic state is step 10
ISTb

43 To manually busy the link, type
>BSY link_no
and press the Enter key.
where

link_no
is the number of the link (0 to 7)
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link_no
is the number of the link (0 to 15)

If the response is Do

Link  link_no:Traffic step 44
is running on the link

Please confirm(
“YES",“Y",*NO", or

“N"):

other than listed here, includingstep 56
additional messages with above
response

44 To confirm the command, type

>YES

and press the Enter key.
45 To test the link, type

>TST link_no

and press the Enter key.

where

link_no
is the number of the link (0 to 7)

link_no
is the number of the link (0 to 15)

If the TST command Do
passed step 47
failed, and you did not run a bit error rate test ostep 46
the link

failed step 10

failed, and you ran a bit error rate teston the link  step 10

46 Perform the procedure Running a C7BERT in this document. Complete the
procedure and return to this point.

Note: Perform a bit error rate test on any link in the posted linkset that
failed the manual test at step 45.

Go to step 49.
47 To return the link to service, type
>RTS link_no
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48

49

50

and press the Enter key.
where

link_no
is the number of the link (0 to 7)

link_no
is the number of the link (0 to 15)

If the RTS command Do
passed, and the link isnh step 50
passed step 51

failed, and this attempt is your first attempt with thetep 48
RTS command at this point

failed, and this attempt is your second attempt wittep 10
the RTS command at this point

Wait 10 min.
Go to step 47.
Your next action depends on the results of the bit error rate test.

If, during the bit error rate test, Do
you received the instruction

to return the link to service step 50

to not return the link to service  step 10

To uninhibit the link, type
>UINH link_no
and press the Enter key.

where
link_no
is the number of the link (0 to 15)

If the UINH command Do
passed, and the link isSv or step 51
ISTb

passed, and the link iglanBor step 10
SysB

failed step 10
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51 Determine the linkset state.

Note: The linkset state appears on the right of the linkset name on the
MAP display.

Example of a MAP display:

Linkset SSP100_LK InSv
Traf Sync Link
LK Stat Stat Resource Stat Physical Access Stat Action
0 SysB Sync LIU7 101 InSv DSOA
1 ManB alnd LIU7 103 InSv DSOA
2 ManB DAct DLIU 300 InSv DS1

Size of Posted Set =3

If the linkset state is Do

InNSv orISThb step 54

ManBor SysB, and at least one link imSv ~ step 52
oriISThb

ManBor SysB, not any of the displayed linksstep 10
are InSv or ISTb, and more links are
present on the linkset

ManBor SysB, not any of the displayed linksstep 56
areInSv or ISTb, and no more links are
present on the linkset

52 Determine from office records which far-end office connects to the posted
linkset.
53 Contact the far-end office. Tell operating company personnel that the linkset

is not in service, and that one or more associated links connected to your
office are in service.

54 Your next action depends on the reason you are performing this procedure.

If you Do

came to this procedure from the RSC or th&tep 55
RSM alarm clearing procedure

did not come to this procedure from the RSGtep 57
alarm clearing procedure

55 Return to the routeset alarm clearing procedure that sent you to this
procedure. Continue as directed.

56 For additional help, contact the next level of support.

57 The procedure is complete.
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CCS LSSC
critical
Alarm display
CM MS 10D Net PM CCS Lns Trks Ext APPL
1LSSC
*C*

Indication

At the MTC level of the MAP display, a number and FSP appear under the
CCS header in the alarm banner. The LSSC indicates a critical alarm for a
local subsystem (LSSC).

Meaning
A local subsystem is system busy or manual busy.

If all occurrences in an affected subsystem are system busy, the associated
service can have had a coordinated state change. The system routes all queries
to the mate service control point Il (SCPII). At this time, you must correct the
problem at the SCPLoc level. Subsystem occurrences are not always in a fault
condition.

The number under the CCS header in the alarm banner indicates the number
of subsystems affected.

Result
The affected local subsystem is out of service.

Common procedures
There are no common procedures.

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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critical (continued)

Summary of How to clear a CCS LSSC critical alarm

Display local This flowchart summarizes the
subsystems with procedure.

LSSC alarms

* Use the instructions in the
step-action table that follows this
Istherean \ Y | Clearan flowchart to perform the procedure.
SCPLC critical SCPLC critical
alarm? alarm

yn

Are there Y Choose a

manual-busy manual-busy
subsystems? subsystem
L Y
Choose a Manually busy
system-busy — offline
subsystem occurrences
Return all

manual-busy . Subsys_tem in
occurrences to service?
service

Return all sys—
tem-busy occur—
rences to service

Subsystem in
service?

Contact next End
level of support
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CCS LSSsC
critical (continued)

How to clear a CCS LSSC critical alarm

At the MAP terminal

1 To access the CCS7 level of the MAP, type
>MAPCI;MTC;CCS;CCS7
and press the Enter key.

2 To display all subsystems that cause LSSC alarms, type
>DISALM LSSC
and press the Enter key.
Example of a MAP response

Subsystem Alm Stat
800P SSC SYSB
ACCS SSC MANB

3 Choose a subsystem to work on. Choose the out-of-service local subsystem
with the highest value. The MANB has a higher value than SYSB.

4 Record the name and state of the subsystem.

Note: The subsystem name appears under the subsystem header on the
MAP display. The subsystem state appears under the state header.

5 To access the SCCPLOC level of the MAP display, type
>SCCPLOC
and press the Enter key.
6 To post the local subsystem, type
>POST subsystem
and press the Enter key.
where

subsystem
is the name of the local subsystem that you selected in step 3

Example of a MAP display:

CCS7 SCP
1 LSSC
C7 SCCP LOCAL 111111 11112222 22222233
Subsystem State 01234567 89012345 67890123 45678901
800P MANB SMMO----
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critical (continued)

7 Determine the state of all occurrences for the post subsystem.
If Do
all occurrences ar® (system busy) step 8

a minimum of one occurrence @(offline), M(man- step 10
ual busy), or dot.() (in service)

8 Determine if the MAP display indicates a SCPLC critical alarm under the SCP
header.

Example of a MAP display:

CCS7 SCP
1 LSSC 1 SCPLC
C7 SCCP LOCAL 111111 11112222 22222233
Subsystem State 01234567 89012345 67890123 45678901
800P SYSB SSSS---
If an SCPLC alarm Do
appears step 9
does not appear step 10
9 The SCPII node changed to a coordinated state. Perform the procedure How

to clear an SCPLC critical alarm. Return to this point.
Go to step 25.
10 Choose a local subsystem occurrence to use.

If Do

at least one subsystem occurrenckliand you have step 11
not tried to return the subsystem to service

at least one subsystem occurrenc®,iand you have step 12
not tried to return the subsystem to service

at least one subsystem occurrencs,iand you have step 16
not collected information on the occurrence that uses
the LOCATE command

you tried to return alM O, andS occurrences to ser-step 24
vice, and you cannot return the subsystem to service
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critical (continued)

11

12

13

14

15

Determine from office records or from operating company personnel if you
have permission to return the manual busy occurrence to service.

If you Do

have permission to return the occurrence to service  step 14

do not have permission to return the occurrence step 10
service

Determine from office records or from operating company personnel if you
have permission to return the offline occurrence to service.

If you Do

have permission to return the occurrence to service  step 13

do not have permission to return the occurrence step 10
service

To manually busy the occurrence, type
>BSY instance_no

and press the Enter key.

where

instance_no
is the number of the occurrence (0 to 31)

To return the occurrence to service, type
>RTS instance_no

and press the Enter key.

where

occurrence_no
is the number of the occurrence (0 to 31)

If the RTS command Do

passed, and the occurrence is dstep 15
(. ) (in service)

passed, but the occurrenceSis step 10

failed step 22

Determine the subsystem state.
Note: The subsystem state appears under the state header on the MAP.
Example of a MAP:
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CCS7 SCP

1 LSSC
C7 SCCP LOCAL 111111 11112222 22222233
Subsystem State 01234567 89012345 67890123 45678901
800P MANB SMMO----

If the local subsystem state Do

is InSv step 25

is notinSv and at least one oc-step 10
currence i$O, M orS

is notInSv and no occurrencesstep 24
areQ, M orS

16 To manually busy the system busy occurrence, type
>BSY instance_no
and press the Enter key.
where

occurrence_no
is the number of the occurrence (0 to 31)

If the BSY command Do

passed step 18

failed step 17
17 To force the occurrence to busy, type

>BSY instance_no FORCE
and press the Enter key.
where

occurrence_no
is the number of the occurrence (0 to 31)

18 To return the occurrence to service, type
>RTS instance_no
and press the Enter key.
where

occurrence_no
is the number of the occurrence (0 to 31)

Example of a MAP response
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RTS Passed
The EIU peripheral is not in service

If the RTS command Do

passed. The occurrence is datep 23
(.) (in service)

passed. The occurrence remairstep 19

S
failed step 22
19 The subsystem waits for an indication from the application. Wait 1 min for the
occurrence to return to service.
If the subsystem occurrence Do
is dot ( ) (in service) step 23

is other than dot () (in service) step 20

20 To learn more about the occurrence, type
>LOCATE instance_no
and press the Enter key.
where

occurrence_no
is the number of the occurrence (0 to 31)

Example of a MAP response

800P 1 is located on EIU 210 which is currently ManB.
The TCP connection to port 30808 at 47.12.0.2. is closed
21 Record why the occurrence returns to system busy.

22 Record the number of occurrences to report the number to your next level of
support. Do not try to correct the occurrence now. Continue to work on other
occurrences that you did not try.

Go to step 10.
23 Determine the subsystem state.
Note: The subsystem state appears under the state header on the MAP.
Example of a MAP:
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critical (end)

CCS7 SCP

1 LSSC
C7 SCCP LOCAL 111111 11112222 22222233
Subsystem State 01234567 89012345 67890123 45678901
800P MANB .MMO----

If the local subsystem state Do

isInSv orlISTb step 25

isnotinSv orISTb and atleast step 10
one occurrence ©, M orS

isnotInSv orISTb and no oc- step 24
currences ar®, M or S

24 For additional help, contact the next level of support.
25 The procedure is complete.
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CCS LSSM
major
Alarm display
CM MS 10D Net PM CCs Lns Trks Ext APPL
1LSSM
M

Indication

At the MTC level of the MAP display, a number and LSSM appear under the
CCS header in the alarm banner. The LSSM indicates a major alarm for a local
subsystem (LSSM). The number indicates the number of occurrences of
affected local subsystems.

At the CCS;CCS7;SCCPLOC level of the MAP display, IsTb appears under
the subsystem state header. The | appears under the number for a local
subsystem occurrence.

Meaning

The Freephone subsystem is the only system that uses the common channel
signaling (CCS) LSSM alarm.

Freephone subsystems associated with the LSSM alarm are as follows:
» EB800 - toll-free number service for the United States

» 800P - toll-free number service for Canada

» EO0O08 - toll-free number service for for Australia

Communication problems with the database for the service control point
(SCP) occur on the Freephone subsystem. A minimum of two time-outs
occurred during queries by the Freephone subsystem to the SCP database.
Interruptions to queries to the SCP database require additional analysis. The
Freephone subsystem continues to process toll-free calls.

Result

The CCS LSSM alarm monitors all occurrences of a subsystem. Occurrence
Ois the only occurrence for the Freephone subsystem. Occurrence 0 in-service
trouble does not affect service. The alarm warns that problems can be present
that require analysis.
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CCS LSSM
major (continued)

The following logs generate when the state of the local subsystem changes to
in-service troubles:

* The CCS231 indicates that communication problems with the SCP
database occur on the local subsystem

» The CCS250 indicates the local subsystem state changed to in-service
troubles

LINE138 log generates when a query time-out for a service control point
(SCP) database occurs .

When a call times out, the system pegs Register NSCSFLTO in the number
service code (NSC) in the operational measurements (OM) group.

Common procedures
There are no common procedures.

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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CCS LSsSM
major (continued)

Summary of How to clear a CCS LSSM major alarm

A4

Choose an
occurrence to
work on
Is y | Wait for alarm
occurrence to clear
IsTb?
+ N
Is Return
occurrence occurrence to
ManB? service
+ N
Is Y | Busy and return
occurrence —» occurrence to
Offl? service

'

Contact next
level of support

This flowchart summarizes the
procedure.

Use the instructions that follow
this flowchart to perform the
procedure.

End
Alarm

cleared?
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CCS LSSM
major (continued)

How to clear a CCS LSSM major alarm

At the MAP terminal

1

To access the CCS7 level of the MAP display, type
>MAPCI;MTC;CCS;CCS7

and press the Enter key.

To list the local subsystems with LSSM alarms, type
>DISALM LSSM

and press the Enter key.

Example of a MAP response:

Subsystem Alm Stat
800P SSM ISTB
Record the names of the local subsystems that have in-service troubles.

Note: The subsystem name appears under, on the right of the subsystem
header on the MAP display. The state appears under the Stat header.

To access the SCCPLOC level of the MAP display, type
>SCCPLOC

and press the Enter key.

To post the local subsystem, type

>POST subsystem

and press the Enter key.

where

subsystem
is the name of the local subsystem that you recorded in step 3

Example of a MAP display:

CCS7 SCP
1 LSSM
C7 SCCP LOCAL 111111 11112222 22222233
Subsystem State 01234567 89012345 67890123 45678901
800P ISTB |

Choose a local subsystem occurrence to work on.

If Do

a minimum of one subsystem occurrencdli@nan- step 9
ual busy) and you did not try to return the subsystem
to service
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CCS LSsSM
major (continued)

If Do

a minimum of one subsystem occurrenc®is(of- step 10
fline) and you did not try to return the subsystem to
service

a minimum of one subsystem occurrencé&igsys- step 14
tem busy) and you did not collect information on the
occurrence through the LOCATE command

you tried to return alO, M andS occurrences to ser-step 22
vice and you cannot return the local subsystem to ser-
vice

aminimum of one subsystem occurrencds(im-ser- step 7
vice trouble) and ndO, M or S occurrences are
present

Wait for the alarm to clear.

Note: The alarm will automatically clear when you enter option
ALARMTIM in table NSCDEFS. The alarm also clears when entry time (1
to 1441 min, default 10 min) passes without additional SCP query
time-outs. If the alarm clears, the state of the freephone subsystem
changes from in-service trouble to in service. The system generates a
CCS220 log to indicate that the subsystem occurrence is in service. The
system generates a CCS235 log to indicate that the state of the freephone
subsystem changed to in service.

If the alarm Do
clears step 23
does not clear step 8

Note: Use the disable procedure to clear the alarm. To disable the alarm,
enter option NSCALARM in table NSCDEFS as OFF. The alarm clears
within 30 s of the entry change. When the alarm clears, the state of the
E800 subsystem changes from in-service trouble to in service. The
system generates CCS220 and CCS235 logs to document the alarm
clearance and the state change.
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CCS LSSM
major (continued)

CAUTION

Loss of service

The alarm will not clear if you wait for the system to clear of
disable the alarm. If the alarm occurs often, investigate th
cause of the alarm.

1%

Ask the next level of support to help you determine the cause of the alarm.

9 Determine from office records or operating company personnel if you can
return the manual busy occurrence to service.

If you Do

can return the occurrence to serstep 12
vice

cannot return the occurrence tstep 6
service

10 Determine from office records or operating company personnel if you can
return the offline occurrence to service.

If you Do

can return the occurrence to serstep 11
vice

cannot return the occurrence tetep 6
service

11 To manually busy the offline occurrence, type
>BSY occurrence_no
and press the Enter key.
where

occurrence_no
is the number of the occurrence (0 to 31)

12 To return the occurrence to service, type
>RTS occurrence_no
and press the Enter key.
where
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CCS LSSM
major (continued)

13

14

15

occurrence_no
is the number of the occurrence (0 to 31)

If the RTS command Do

passed. The occurrence is datep 13
(- ) (in-service)

failed. The occurrence B step 6

failed step 20

Determine the subsystem state.

Note: The subsystem state appears under the State header on the MAP
display.

Example of a MAP display:

CCS7 SCP
1 LSSM
C7 SCCP LOCAL 111111 11112222 22222233
Subsystem State 01234567 89012345 67890123 45678901
800P ISTB M-----m-

If the local subsystem state Do

is InSv step 23

is notInSv and one or mor®, step 6
M andS occurrences are present

isnotinSv and no O M or S step 22
occurrences are present

To manually busy the system-busy occurrence, type
>BSY occurrence_no

and press the Enter key.

where

occurrence_no
is the number of the occurrence (0 to 31)

If the BSY command Do
passed step 16
failed step 15

To force the occurrence to busy, type
>BSY occurrence_no FORCE
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CCS LSSM
major (continued)

and press the Enter key.
where

occurrence_no
is the number of the occurrence (0 to 31)

16 To return the occurrence to service, type
>RTS occurrence_no
and press the Enter key.
where

occurrence _no
is the number of the occurrence (0 to 31)

Example of a MAP response:

RTS Passed
The EIU peripheral is not in service

If the RTS command Do

passed and the occurrence is datep 21
(. ) (in service)

failed and the occurrence 8 step 17

failed step 20
17 The subsystem waits for an indication from the application. Wait 1 min for the
occurrence to return to service.
If the subsystem occurrence Do
is dot () (in service) step 21
is other than listed here step 18
18 To learn more about the occurrence, type

>LOCATE occurrence_no
and press the Enter key.
where

occurrence_no
is the number of the occurrence (0 to 31)

Example of a MAP response:

800P 1 is located on EIU 210 which is currently ManB.
The TCP connection to port 30808 at 47.12.0.2. is closed

19 Record why the occurrence returns to system busy.
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CCS LSSM
major (end)

20 Record the number of this occurrence to report this occurrence to your next
level of support. Do not restore the occurrence at this time. Work on
occurrences that you did not try.

Go to step 6.
21 Determine the subsystem state.
Note: The subsystem state appears under the State header on the MAP
display.
Example of a MAP display:
CCS7 ScCP
1 LSSM
C7 SCCP LOCAL 111111 11112222 22222233
Subsystem State 01234567 89012345 67890123 45678901
800P ISTB .
If the local subsystem state Do
is InSv step 23

is notInSv and one or mor®, step 6
M orS occurrences is present

is notinSv . and O, M or Soc- step 22
currences are not present

22 For additional help, contact the next level of support.
23 The procedure is complete.
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CCS PC
minor

Alarm display

Indication

Meaning

Result

CM MS 10D Net PM CCs Lns Trks Ext APPL

1PC

Atthe MTC level of the MAP display, a number and PC appear under the CCS
header in the alarm banner. The PC indicates an alarm for a point code (PC).

Traffic congestion occurs on the routes between your office and the office
represented by the point code.

The number under the common channel signaling (CCS) header in the alarm
banner indicates the number of route and far-end office groups affected.

Traffic congestion can affect service. If the congestion level is too high, the
system can discard messages to the signaling point identified by the point code.

Common procedures

Action

There are no common procedures.

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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CCS PC
minor (continued)

Summary of Clearing a CCS PC minor alarm

Identify and
record point
code names

\

RSM alarm
active?

Clear RSM
alarm

This flowchart summarizes the
procedure.

Use the instructions that follow this
flowchart to perform the procedure.

i

\

Contact next
level of support

End
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CCS PC
minor (continued)

Clearing a CCS PC minor alarm

At the MAP terminal

1

6

To access the CCS7 level of the MAP display, type
>MAPCI;MTC;CCS;CCS7
and press the Enter key.

To display the name of the PC that causes the PC alarm, type
>DISALM PC
and press the Enter key.
Example of a MAP display:
Point code Alm  Stat
IPTRS4 PC ISTb
Record the name of the PC.
Note: The PC name appears under the PC header on the MAP display.
To access the CTRTESET level of the MAP display, type
>C7RTESET
and press the Enter key.
To post a routeset that runs an RS major alarm, type
>POST A RSM
and press the Enter key.
Example of a MAP display:
C7Routeset SSP100_RT ISTb Linkset Transfer
Rte State Mode Cost Linkset State Status
0 SysB Assoc0 SSP100_LK SysB TFP
1 InSv Quasil SSP101_LK InSv TFA
If you Do
posted a routeset step 6
did not post a routeset step 8
Perform the procedure Clearing a CCS RS major alarm in this document.

Complete the procedure and return to this point.
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CCS PC
minor (end)
7 Determine if the PC minor alarm cleared.
If the PC alarm Do
cleared step 9
did not clear step 8
8 For additional help, contact the next level of support.
9 The procedure is complete.
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Alarm display

Indication

Meaning

Result

CCS PCC
critical
CM MS 10D Net PM CCSs Lns Trks Ext APPL
1PCC
*C*

At the MTC level of the MAP display, a number and PCC appear under the
CCS header inthe alarm banner. The PCC indicates a critical alarm for a point
code (PCC).

A routeset (RS) is out of service as a result of a manual busy or system busy
point code.

The number under the common channel signaling (CCS) header in the alarm
banner indicates the number of far-end offices affected.

The signaling point that the point code identifies cannot receive signaling.

Common procedures

Action

There are no common procedures.

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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CCS PCC
critical (continued)

Summary of Clearing a CCS PCC critical alarm

Display point
codes with PCC
alarms

Y

Is the point \ 'Y Clear the RSC
code system alarm
busy?

i

Post the point

code

Return the point
code to service

command
passed?

Contact next End
level of support

This flowchart summarizes the
procedure.

Use the instructions in the
step-action table that follows this
flowchart to perform the procedure.
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CCS PCC
critical (continued)

Clearing a CCS PCC critical alarm

At the MAP terminal

1

To access the CCS7 level of the MAP display, type
>MAPCI;MTC;CCS;CCS7

and press the Enter key.

To display the name of the point code that causes the PCC alarm, type
>DISALM PCC

and press the Enter key.

Example of a MAP response:

Point code Alm  Stat
IPTRS4 PCC ManB

Record the point code nhame and state.

Note: The point code hame appears under the point code header on the
MAP display. The point code state appears under the state header.

If the state of the point code Do
is SysB step 4
is ManB step 8

To access the C7TRTESET level of the MAP display, type
>C7RTESET

and press the Enter key.

To post an RS with an RS critical alarm, type

>POST A RSC

and press the Enter key.

Example of a MAP display:

C7Routeset ESTP_C200_RTESET SysB Linkset Transfer

Rte State Mode Cost Linkset State Status
0 SysB Assoc 0 ESTP_C200_Lkset SysB

If you Do

posted an RS step 6
did not post an RS step 12
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CCS PCC
critical (end)

10

11

12
13

Perform the procedure Clearing a CCS RS critical alarm in this document.
Clear the CCS RSC alarm and return to this point.

Determine if the PCC critical alarm cleared.

If the PCC alarm Do
cleared step 13
did not clear step 12

Determine from office records or operating company personnel why a person
manually busied the point code. Determine if you can return the point code
to service.

When you have permission to return the point code to service, continue the
procedure.

To access the SCCPRPC level of the MAP display, type

>SCCPRPC

and press the Enter key.

To post the point code that has the PCC alarm you want to clear, type
>POST point_code

and press the Enter key.

where

point_code
is the name of the point code recorded in step 3

To return the point code to service, type
>RTS
and press the Enter key.

If the RTS command Do
passed step 13
failed step 12

For additional help, contact the next level of support.
The procedure is complete.
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CCS RS
critical
Alarm display
CM MS 10D Net PM CCS Lns Trks Ext APPL
1RS
*C*

Indication
Atthe MTC level of the MAP display, a number and RS appear under the CCS
header in the alarm banner. The RS indicates a critical alarm for a routeset
(RS).

Meaning
A routeset is manual busy or system busy for one of the following reasons:
» faults in the peripheral modules that associate with the linksets in the

routeset

» faults on the links that associate with your office
* problems on the network
The number under the common channel signaling (CCS) header in the alarm
banner indicates the number of routesets affected.

Result

Signaling on the routeset is not possible.

Common procedures
There are no common procedures.

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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CCS RS
critical (continued)

Summary of Clearing a CCS RS critical alarmd

Check for PM

This flowchart summarizes the
alarms

procedure.

Use the instructions in the
step-action table that follows this
flowchart to perform the procedure.

LIM, LIU7, HLIU,, Y | Clearan
or HSLR alarms /™ appropriate PM

runnina? LIM, LIU7, HLIU,
g or HS!_R alarm

Post a routeset
with a critical
alarm

N | Network problems:

local maintenance ——p»
not appropriate

Linksets out of
service?

Clear a CCS
LKM major

alarm

) Y
Route_set in -
service?
¥ Y
Contact next level End

of support or the
far-end office
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CCS RS
critical (continued)

Clearing a CCS RS critical alarm

At the MAP terminal

1

To access the CCS7 level of the MAP display, type
>MAPCI;MTC;CCS;CCS7
and press the Enter key.

Determine if LIM, LIU7, HLIU, or HSLR alarms appear under the PM header
in the MAP display alarm banner.

If LIM, LIU7, HLIU, or HSLR Do
alarms

appear step 3
do not appear step 4

Perform the appropriate alarm clearing procedures in this document to clear
all PM LIM, PM LIU7, PM HLIU, or PM HSLR alarms. When you have
completed the procedures, return to this point.

To access the CTRTESET level of the MAP display, type
>C7RTESET

and press the Enter key.

To post a routeset that runs an RS critical alarm, type
>POST A RSC

and press the Enter key.

Example of a MAP display:

Network NATL_NET
C7Routeset SSP100_RT SysB Linkset Transfer

Rte State Mode Cost Linkset State Status

0 SysB Assoc0 SSP100_LK SysB  TFA

1 SysB Quasil SSP101_LK ISTb  TFA
If you Do

posted a manual busy or systerstep 6
busy routeset

did not post a manual busy orstep 20
system busy routeset
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CCS RS
critical (continued)

6 Record the routeset name and state.

Note: The routeset name appears on the right of the C7Routeset header
on the MAP display. The routeset state appears on the right of the routeset

name.
If the state of the routeset is Do
ManB step 7
SysB step 9
7 Determine the state of the linksets in the posted routeset.
Note: The linkset state appears under the linkset state header on the
MAP display.
Example of a MAP display:

Network  NATL_NET
C7Routeset SSP100_RT ManB Linkset Transfer

Rte State Mode Cost Linkset State Status
0 SysB Assoc0 SSP100 LK ManB TFP
1 SysB Quasil SSP101_LK SysB TFP
If all linksets are Do
InSv step 8

RInh, LInh , ManB or SysB step 11
ManBor SysB step 11

8 Determine from office records or from operating company personnel why the
routeset is manually busy .

If someone Do

manually busied the routesestep 15
from your office

did not manually busy the route-step 17
set from your office

9 To force the routeset to busy, type
>BSY FORCE
and press the Enter key.
10 Determine the state of the linksets in the posted routeset.

Note: The linkset state appears under the linkset state header on the
MAP display.
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CCSRS
critical (continued)

11

12

13

14

15

Example of a MAP display

Network  NATL_NET
C7Routeset SSP100 RT ManB Linkset Transfer

Rte State Mode Cost Linkset State Status
0 SysB Assoc0 SSP100_LK SysB  TFP
1 SysB Quasil SSP101 LK ISTb TFR
If Do
all linksets arénSv step 17

at least one linkset inSv or step 17
ISTb and at least one linkset is
out of service

all linksets areManBor SysB step 11

Record the name and state for each linkset for the posted routeset.
Note: The linkset name appears under the linkset header on the MAP
display. The linkset state appears under the linkset state header.
Perform the procedure Clearing a CCS LKM major alarm in this document.
Complete the procedure and return to this point.
To access the C7TRTESET level of the MAP display, type
>C7RTESET
and press the Enter key.
To post the routeset, type
>POST C rteset_name
and press the Enter key.
where
rteset_name
is the routeset name you recorded in step 6
Example input:
>POST C SSP100_RT
Example of a MAP display:
C7Routeset SSP100_RT ManB  Linkset Transfer
Rte State Mode Cost Linkset State Status
0 InSv Assoc0 SSP100_LK InNSv  TFA

1 InSv Quasil SSP101_LK InNSv  TFA

When you have permission to return the routeset to service, type
>RTS
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CCS RS
critical (end)

16

17

18

19
20

and press the Enter key.

If the RTS command Do
passed and the routeseimSv  step 20
orISThb

failed step 16

passed and the routeseBigsB  step 17

Determine the routeset state.
Note: The routeset state appears under the state header of the MAP.

If the state of the routeset is Do

InSv orlISTh step 20

ManBor SysB, and at least one step 17
linkset isInSv orISTb

ManBor SysB, and no linksets step 19
arelnSv orISTb

Determine from office records which far-end office connects to the posted
routeset.

Contact the far-end office. Tell personnel there that you are running a
routeset critical alarm. Tell personnel also that one or more associated
linksets connected to your office are in service.

Go to step 20.
For additional help, contact the next level of support.
The procedure is complete.
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CCS RS
major
Alarm display
CM MS 10D Net PM CCs Lns Trks Ext APPL
1RS
M

Indication

Atthe MTC level of the MAP display, a number and RS appear under the CCS
header in the alarm banner. The RS indicates a major alarm for arouteset (RS).

Meaning
A routeset has in-service trouble for the following reasons:

» faults in the peripheral modules associated with the linksets in the routeset
» faults on the links associated with your office

» problems on the network

» problems within a network cluster

The number under the common channel signaling (CCS) header in the alarm
banner indicates the number of routesets affected.

Result
The routeset can carry traffic with the risk of a degraded level of service.

Common procedures
There are no common procedures.

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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CCS RS
major (continued)

Summary of Clearing a CCS RS major alarm

Check for PM This flowchart summarizes the
alarms procedure.

Use the instructions in the
step-action table that follows this

HLIU, or HSLR ) g appropriate PM
alarms running?, LIM, LIU7, HLIU,
or HSLR alarm

LIM, LIU7, Y Clear an { flowchart to perform the procedure.

Post a routeset
with a major
alarm

Network problems:

local maintenance ——
not appropriate

Linksets out of
service?

Clear a CCS
LKM major
alarm

Y

Routeset in
service?

Yo v

Contact next level End
of support or the
far-end office

Y
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CCS RS
major (continued)

Clearing a CCS RS major alarm

At the MAP display

1

To access the CCS7 level of the MAP display, type
>MAPCI;MTC;CCS;CCS7
and press the Enter key.

Determine if LIM, LIU7, HLIU, or HSLR alarms appear under the PM header
in the MAP display alarm banner.

If LIM, LIU7, HLIU, or HSLR Do
alarms

appear step 3
do not appear step 4

Perform the appropriate alarm clearing procedures in this document to clear
all PM LIM, PM LIU7, PM HLIU, or PM HSLR alarms. Complete the
procedure and return to this point.

To access the CTRTESET level of the MAP display, type
>C7RTESET

and press the Enter key.

To post an routeset that runs an RS major alarm, type
>POST A RSM

and press the Enter key.

Example of a MAP display:
Network NATL_NET
C7Routeset SSP100_RT ISTb Linkset Transfer
Rte State Mode Cost Linkset State Status
0 SysB Assoc0 SSP100_LK SysB TFP
INSv Quasil SSP101_LK InNSv TFA
If you Do

posted an in-service trouble  step 6
routeset

did not post an in-service troublestep 15
routeset
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CCS RS
major (continued)

6 Determine the state of the linksets in the posted routeset.
If Do
all linksets ardnSv step 12

at least one linkset isRInh, step 7
Linh , ManB or SysB

a minimum of oneManB or step 7
SysBsy linkset is present

7 Record the name of the routeset. Record the linkset name and state for each
linkset in the posted routeset.

Note: The routeset name appears on the right of the C7Routeset header
on the MAP display. The linkset name appears under the Linkset header.
The linkset state appears under the Linkset State header.

8 Perform the procedure Clearing a CCS LKM major alarm in this document.
Complete the procedure and return to this point.

9 To access the C7TRTESET level of the MAP display, type
>C7RTESET

and press the Enter key.

10 To post the routeset, type
>POST C rteset_name
and press the Enter key.
where

rteset_name
is the routeset name that you recorded in step 7

Example of a MAP display:

Network  NATL_NET

C7Routeset SSP100_RT InNSv  Linkset Transfer
Rte State Mode Cost Linkset State Status
0 InSv Assoc0 SSP100 LK InSv. - TFA
1 InSv Quasil SSP101_LK InSv  TFA
11 Determine the routeset state.
Note: The routeset state appears on the right of the routeset name on the
MAP display.
If the state of the routeset is Do
InSv step 15
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CCS RS
major (end)

12

13

14

15

If the state of the routeset is Do

ISTb and at least one linkset isstep 8
RInh, LInh , ManB or SysB

ISTb and at least one linkset isstep 8
ManBor SysB

ManB or SysB and no linksets step 12
arelnSv orlISTh

ManBor SysB and at least one step 14
linkset isInSv orISTh

Office records will show the far-end office that connects to the posted
routeset.

Contact the far-end office. Tell personnel there that you are running a
routeset major alarm. Tell personnel also that all linksets connected to your
office are in service.

Go to step 15.

The alarm associated with the posted routeset upgrades from an RS major
alarm to an RS critical alarm. Perform the procedure How to clear an RS
critical alarm in this document.

The procedure is complete.

DMS-100 Family NA10O Alarm Clearing and Perform. Monitoring Proc. Volume 1 of 4 LET0015 and up



2-106 Common channel signaling alarm clearing procedures

CCS RSSC
critical

Alarm display

CM MS 10D Net PM CCS Lns Trks Ext APPL
1RSSC
*C*

Indication
At the MTC level of the MAP display, a number and RSSC appear under the
CCS header in the alarm banner. The RSSC indicates a critical alarm for a
remote subsystem (RSSC).

Meaning
The indicated number of remote subsystems is out of service.

Result

The number shown under the common channel signaling (CCS) header of the
alarm banner indicates the number of remote subsystems affected.

Common procedures
There are no common procedures.

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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CCS RSSC
critical (continued)

Summary of Clearing a CCS RSSC critical alarm

Display the This flowchart summarizes the
RSSC alarms procedure.
* Use the instructions in the
step-action table that follows this
Subsystem \ Y | clear PCC flowchart to perform the procedure.
system busy? critical alarm
* N I
Subsystem .Co ect .
information on
manual-busy .
> point code and
i subsystem
Return
subsystem to
service

Subsystem in
service?

Wait 5 min

\

Did the RSSC \ Y

alarm clear? >
yn
Work with Subsystem in
remote office .- service?
to clear the
RSSC alarm

Contact next End
level of support
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CCS RSSC
critical (continued)

Clearing a CCS RSSC critical alarm

At the MAP display

1 To access the CCS7 level of the MAP display, type
>MAPCI;MTC;CCS;CCS7
and press the Enter key.

2 To display the remote subsystems that run the RSSC alarm, type
>DISALM RSSC
and press the Enter key.
Example of a MAP response:

Subsystem Alm Stat
SSP100_RT 800P RSSC SysB
SSP107_RT ACCS RSSC ManB
3 Record the point code name, the subsystem name, and state for the first

remote subsystem shown on the MAP display.

Note: The point code name appears under the Subsystem header on the
MAP display. The remote subsystem name appears on the right of the
point code name. The remote subsystem state appears under the state

header.
If the state of the remote sub- Do
system
is SysB step 4
is ManB step 7
is INI step 14
4 To determine if PCC critical alarms are present, type
>DISALM PCC

and press the Enter key.
Example of a MAP response:
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CCS RSSC
critical (continued)

Point code Alm Stat
SSP100_RT PCC SysB
SSP107_RT PCC SysB

If the MAP display Do

responds with a list of PCCstep 5
alarms

responds with no PCC alarms step 38

5 Perform the procedure Clearing a CCS PCC critical alarm in this document.
Complete the procedure and return to this point.
6 Determine if the RSSC alarm cleared.
If the RSSC alarm Do
cleared step 39
did not clear step 38
7 To access the SCCPRPC level of the MAP display, type
>SCCPRPC

and press the Enter key.
8 The remote subsystem is on a point code. To post this point code, type
>POST point_code
and press the Enter key.
where

point_code
is the point code name recorded in step 3 for the

subsystem that is in use
Example of a MAP response:

C7 SCCP REMOTE PC
Point code State Number of SS

SSP107_RT INSV 1
9 To access the SCCPRSS level of the MAP display, type
>SCCPRSS

and press the Enter key.
10 To post the remote subsystem, type
>POST subsystem
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CCS RSSC
critical (continued)

and press the Enter key.
where

subsystem
is the name of the remote subsystem that you recorded in step 3

Example of a MAP response:

C7 SCCP REMOTE SS

Subsystem State
800P INSV
11 Determine from office records or from operating company personnel why the

subsystem is manual busy.
12 When you have permission to return the subsystem to service, type
>RTS subsystem
and press the Enter key.
where

subsystem
is the name of the remote subsystem that you recorded in step 3

Example of a MAP response:

800P : RTS passed

If the RTS command Do

passed step 39

failed step 13
13 Determine the state of the remote subsystem.

If the state of the remote sub- Do

system

is INI step 14

is other than listed here step 38
14 Wait 5 min to see if the state of the remote subsystem changes to InSv

If the state Do

changed tdnSv step 37

did not change ttnSv step 15

15 To return to the command interpreter (Cl) level of the MAP display, type
>QUIT ALL
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CCS RSSC
critical (continued)

16

17

18

19

20

21

22

and press the Enter key.

To access the C7TNETSSN table, type
>TABLE C7NETSSN

and press the Enter key.

Example of a MAP response:

TABLE: C7TNETSSN

To position on the tuple for the point code, type
>POSITION point_code

and press the Enter key.

where

point_code
is the name of the point code recorded in step 3 and posted in

step 8
Example of a MAP response:

PCNAME SSNAMES
SSP107_RT (ACCS7) (E800254)$
To display table headings, type

>LIS

and press the Enter key.

Example of a MAP response:

PCNAME SSNAMES
SSP107_RT (ACCS7) (E800 254)$
Record the subsystem names and numbers.

Note: The subsystem names and numbers appear in parentheses under
and on the left of the header SSNAMES on the MAP display.

Determine which names and numbers recorded at step 19 are the names and
numbers of the subsystem you are working on.

To quit the C7TNETSSN table, type
>QUIT
and press the Enter key.

The office records reveal the point code that represents the far-end office.
The point code is in use at this time. You must work with the operating
company personnel in the far-end office for the remainder of this procedure.
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CCS RSSC
critical (continued)

23

24

25

26

27

28

29

Contact the far-end office. To inform the operating company personnel to
access the C7LOCSSN table, type

>TABLE C7LOCSSN
and press the Enter key.
Example of a MAP response:

TABLE: C7LOCSSN

To inform the operating company personnel at the far-end office to search for
the subsystem in use, type

>LIST ALL (SSNUMBER EQ subsys_no)
and press the Enter key.
where

subsys_no
is the number of the subsystem recorded in step 19

Example of a MAP response:

SSNAME SSNUMBER MININST REPLINFO TFMI PCNAMES
E800 254 1 N N SSP100_RT

Determine from the far-end office the results of the LIST command.

If the far-end office Do

reports that a tuple appears step 26

reports that a tuple does not apstep 38
pear

Inform operating company personnel at the far-end office to record the
subsystem name.

Note: The subsystem name appears under and to the left of the header
SSNAME on the MAP display.

To inform operating company personnel at the far-end office to quit the
C7LOCSSN table, type

>QUIT
and press the Enter key.

To inform operating company personnel at the far-end office to access the
SCCPLOC level of the MAP display, type

>MAPCI;MTC;CCS;CCS7;SCCPLOC
and press the Enter key.

To inform operating company personnel at the far-end office to post the
subsystem in use, type

>POST subsystem
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CCS RSSC
critical (continued)

30

31
32

33

34

35

36

37

and press the Enter key.

where
subsystem
is the name of the subsystem recorded in step 26.
If the subsystem Do
runs an LSSC alarm step 30
is OFFL step 32

Inform the operating company personnel at the far-end office to perform the
procedure Clearing an LSSC critical alarm in this document. When the
operating company personnel complete the procedure, return to this point.

Go to step 36.

Contact the operating company personnel at the far-end office. Determine
from office records or from operating company personnel why the subsystem
is offline. When the operating company personnel have permission to
perform maintenance on the offline subsystem, continue the procedure.

To inform operating company personnel at the far-end office to manually busy
the subsystem, type

>BSY
and press the Enter key.

If the BSY command Do
passed step 34
failed step 35

To inform operating company personnel at the far-end office to return the
subsystem to service, type

>RTS
and press the Enter key.
Go to step 36.

Inform operating company personnel at the far-end office to contact the next
level of support for help.

To access the CCS7 level of the MAP display, type
>MAPCI;MTC;CCS;CCS7

and press the Enter key.

Determine if the RSSC alarm cleared.

If the RSSC alarm Do

cleared step 39
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CCS RSSC
critical (end)

If the RSSC alarm Do

did not clear step 38
38 For additional help, contact the next level of support.
39 The procedure is complete.
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CCS RTRC
critical
Alarm display
CM MS IOD Net PM CCS Lns Trks Ext APPL
1RTRM
*M*

Indication

At the MTC level of the MAP display, a number and RTRC appear under the
CCS header in the alarm banner. The RTRC indicates a critical alarm fora C7
(RTR).

Meaning

An RTRC alarm rises if all the entered routers are not available. A router is
not available if the router is SysB, ManB or Offline.

The number for the alarm indicates the number of routers that are not available.
Table C7TROUTER must contain a minimum of one router. If table
C7ROUTER does not contain any routers, the number associated with the
alarm is one.

Result
If a total router outage (TRO) occurs, all CCS7 links in an office become
blocked (Blkd). The TRO also results in the removal of the links from service.
All messages for ISDN user part (ISUP) or messages for transaction
capabilities applications part (TCAP) dottransmit. Another possibility is
that messages cannot reach a specified destination during a TRO.

An RTRC alarm is more important than all types of common channel signaling
(CCS) critical alarms.

Note: The return of a routdnSvafter you clear th@ TRCalarm can cause
aRTRMalarm.

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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CCS RTRC
critical (continued)

Summary of Clearing a CCS RTRC critical alarm

Determine the This flowchart summarizes the
state of C7 procedure.
router
Use the instructions that follow
+ this flowchart to perform the
Post the router procedure.
set

v

Routers Y

ManB?

N

Routers y | Selectthe Return to RTRM

OffL? — Offline router —®» service alarm
active?

N

Clear the
RTRM alarm  — %

Access the PM Clear the LIU7
level of the B alarm —
MAP

End
command

passed?

Contact the
next level of
support
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CCS RTRC
critical (continued)

Clearing a CCS RTRC critical alarm

At the MAP terminal

1 To access the CTROUTER level of the MAP display, type
>MAPCI;MTC;CCS;CCS7;C7TROUTER
and press the Enter key.

2 To display routers that have RTRC alarms, type
>DISALM RTRC
and press the Enter key.
Example of MAP display:

External Routing Alarm:RTRC
C7RouterResourceStatus
2L1U7102SysB
3LIU7103SysB
8LIU7108ManB

Note: A total router outage onset (TRO) occurs if all routers are not
available or out of service.

3 To post the routers, type
>POST ALL
and press the Enter key.

4 To display status of routers, type
>QUERYRTR_ALL
and press the Enter key.
Example of MAP display:
External RoutingInSv
11111111112222222222333

Router12345678901234597890123456789012
OSSOO0OOM

RtrStateResourcePM State
2SysB LIU 101SysB

Size of Posted Set = 8

RtrStateResourcePM State Congestion Level
10OffLLIU7 1010ffL

2SysB LIU7 102 SysBO

3SysB LIU7 103 SysBO

40ffL LIU7 104 OffL

50ffL LIU7 105 OffL

60ffL LIU7 106 OffL
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CCS RTRC

critical (continued)

10
11

12

70ffL LIU7 107 OffL
8ManB LIU7 108 InSv0

If any routers Do

are ManB step 5
are OFFL step 7
are SysB step 9

Note the numbers of an ManB router and the equivalent LIU7.
Determine from office records why the router is ManB.

When you have permission, go to step 26.

Select an OFFL router and the equivalent LIU7.

If the LIU7 Do

is InSv step 20
is ISTh step 20
is other than listed here step 11

Go to step 11.

Note the number of the SysB router and equivalent LIU7.
Go to step 11.

To access the PM level of the MAP display, type
>MAPCI;MTC;PM

and press the Enter key.

To post the LIU7 you selected, type

>POST LIU7 liu_no

and press the Enter key.

where
liu_no
is the number of the LIU7 (0 to 215)
If the LIU7 Do
is ManB step 13
is SysB step 15
is OFFL step 14
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CCS RTRC
critical (continued)

13

14

15

16

17

18
19

20

Determine from office records why the LUI7 is ManB.
When you have permission, go to step 16.

To manually busy the LIU7, type

>BSY

and press the Enter key.

If the BSY command Do
passed step 16
failed step 15

Perform the correct procedure in this document to clear all PM LIU7 alarms.
Complete the procedure and return to this point.

To return the LIU7 to service, type
>RTS
and press the Enter key.

If the RTS command Do
passed step 17
failed step 15

To access the CTROUTER level of the MAP display, type
>MAPCI;MTC;CCS;CCS7;ROUTER

and press the Enter key.

Select the OFFL router for return to service (RTS).

To post the router, type

>POST router_no

and press the Enter key.

where

router_no
is the number of the router

To busy the required posted router set, type
>BSY
and press the Enter key.

Example of MAP display:
External Routing  Bsy

11111111112222222222333
Router12345678 90123459 7890123456789012
MSS----M
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CCS RTRC
critical (continued)

RtrStateResource PM State
1ManB LIU7 108InSv

Size of Posted Set = 4
Note: The preceding MAP response is for a OFFL router and LIU7.

If the BSY command Do

passed step 26
failed - no message to routerstep 25
management

failed - no response from routerstep 25
management

failed - system problems step 21

failed - router not entered in ta-step 23
ble C7TROUTER

21 Check CCS196 log and reason for system problems.
22 Go to step 25.

23 Contact the next level of support to determine if you entered the selected
router.

24 Go to step 7 and select another OFFL router and equivalent LIU7.
25 To busy the failed router again, type

>BSY router_no

and press the Enter key.

where

router_no
is the number of the router

Example of MAP display:

External Routing  Bsy

11111111112222222222333
Router12345678 90123459 7890123456789012
MSS----M

RtrStateResource PM State
1ManB LIU7 101InSv
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CCS RTRC
critical (continued)

Size of Posted Set = 4

If the BSY command Do

passed step 26

failed step 35
26 To return the selected routeset to service, type

>RTS router_no
and press the Enter key.
where

router_no
is the number of the router

Example of MAP display:

External Routing
Bsy

11111111112222222222333
Router12345678 90123459 7890123456789012
.SS----M

RtrStateResource PM State
1ManB LIU7 101InSv

Size of Posted Set = 1
Note: The preceding MAP response is for a Bsy router and LIU7.

If the RTS command Do

passed step 30
passed buta RTRM alarm is active  step 27

failed - no message to router manstep 29
agement

failed - no response from routerstep 29
management

failed - system problems step 29

27 Perform the correct procedure in this document to clear the RTRM alarm.
Complete the procedure and return to this point.

28 Go to step 30.
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CCS RTRC
critical (continued)

29

30

31

32

To return the failed router set to service, type
>RTS router_no

and press the Enter key.

where

router_no
is the number of the router

Example of MAP display:

External Routing  Bsy

11111111112222222222333
Router12345678 90123459 7890123456789012
.SS----M

RtrStateResource PM State
1ManB LIU7 101InSv

Size of Posted Set =4
Note: The preceding MAP response is for a Bsy router and LIU7.

If the RTS command Do

passed step 30
passed but a RTRM alarm is active  step 35

is other than listed here step 35

Remove the TRO condition when one router is InSv.

If the TRO condition Do

cleared step 32
failed because of a link alarm step 31

is other than listed here step 35

Use the correct procedures in this manual to clear link alarms and clear the
link problem. Complete the procedure and return to this point.

To check the status of the router set, type
>QUERYRTR_ALL

and press the Enter key.

Example of MAP display:

External RoutingInSv
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CCS RTRC
critical (end)

33
34

35
36

11111111112222222222333
Router12345678901234597890123456789012

RtrStateResourcePM State
4InSv LIU 101InSv

Size of Posted Set = 8

RtrStateResourcePM State Congestion Level
1IinSvLIU7 101InSv0

2InSv LIU7 102 InSv0

3InSv LIU7 103 InSv0

40ffL LIU7 104 OffL

50ffL LIU7 105 OffL

60ffL LIU7 106 OffL

70ffL LIU7 107 OffL

8InSv LIU7 108 InSv0

Office records will reveal the far-end office that connects to the posted linkset.

Contact the far-end office. Inform the operating company personnel that you
activated a CCS7 critical alarm. Inform the operating company personnel
that one or more associated links are now in service.

For additional help, contact the next level of support
The procedure is complete.
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CCS RTRM
major
Alarm display
CM MS 10D Net PM CCs Lns Trks Ext APPL
1RTRM .
*M*

Indication

At the MTC level of the MAP display, a number and RTRM appear under the
CCS header in the alarm banner. The RTRM indicates a major alarm for a C7
(RTR). A CCS 189 log indicates the congested router or routers and the
congestion level of the routers.

Meaning
An RTRM alarm raises against a router or routers for the following reasons:
» the router or routers are in a manual busy (ManB) state

» the router or routers are in a system busy (SySb) state. This state occurs
when the peripheral that matches the router is in an out-of-service state

» the router or routers are in an in-service trouble (ISTb) state. High traffic
volume causes congestion. Congestion causes an ISTb in the routers

Note: One router must be available for this alarm to take effect.

Result

This major alarm can disappear if the last router is not available. If the last
router is not available, all routers become RTRC critical alarms.

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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CCS RTRM
major (continued)

Summary of Clearing a CCS RTRM RTRM major alarm

Determine This flowchart summarizes the
state of C7 procedure.
router
Use the instructions that follow
* this flowchart to perform the
procedure.
Post router set

v

Router Y
ManB?

Select offline Return to Router
router — service congested?
% v
Router is Access PM Post LIU7 Clear LIU7
SvsB —= level of MAP ™ alarm -
ys display

Alarm
cleared?

End

Contact next
level of support
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CCS RTRM
major (continued)

Clearing a CCS RTRM major alarm

At the MAP display

1 To access the C7TROUTER level of the MAP display, type
>MAPCI;MTC;CCS;CCS7;C7TROUTER
and press the Enter key.

2 To display routers that have RTRM alarms, type
>DISALM RTRM
and press the Enter key.
Example of MAP display:

External Routing Alarm:RTRM

C7Router Resource Status

1 LIU7 101 ManB

2 LIU7 102 ISTb

3 LIU7 103 ISTb

5 LIU7 105 SysB
3 To post the router, type

>POST ALL

and press the Enter key.

4 To display status of routers, type
>QUERYRTR_ALL
and press the Enter key.
Example of MAP display:
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CCS RTRM
major (continued)

External Routing  ISTb

1111111 11122222 22222333
Router 12345678 90123459 78901234 56789012

MIIOSOO0O
Rtr State Resource PM State
2 ISTh LIU 101 InSv

Size of Posted Set =8

Rtr State Resource PM State Congestion Level
1 ManB LIU7 101 InSv 0
2 ISTb LIU7 102 InSv 2
3 ISTb LIU7 103 InSv 2
4 OffL LIU7 104 OffL
5 SySb LIU7 105 SysB 0
6 OffL LIU7 106 OffL
7 OffL LIU7 107 OffL
8 OffL LIU7 108 OffL
If one or more of the routers Do
is ManB step 5
isISTb step 7
is SySb step 8
5 Note the number of the ManB router and equivalent link interface unit for the
CCS7 (LIU7).
6 Determine from office records why the router is ManB.
When you have permission, continue this procedure. Go to step 23.
7 Select an OFFL router and equivalent LIU7.
If the LIU7 Do
is InSv stepl7
is ISTb stepl7
is other than listed here step 9
8 Note the number of the SysB router and equivalent LIU7.
9 To access the PM level of the MAP display, type

>MAPCI;MTC;PM
and press the Enter key.

10 To post the LIU7 you selected, type
>POST LIU7 liu_no
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CCS RTRM

major (continued)

11

12

13

14

15
16

and press the Enter key.

where
liu_no
is the number of the LIU7 (0 to 215)
If the LIU7 Do
is ManB step 13
is OFFL step 11
is SysB step 12

To manually busy the LIU7, type
>BSY
and press the Enter key.

If the BSY command Do
passed step 13
failed step 12

Perform the appropriate alarm clearing procedures in this document to clear
all PM LIU7 alarms. Complete the procedure and return to this point.

To return the LIU7 to service, type
>RTS
and press the Enter key.

If the RTS command Do
passed step 14
failed step 12

To access the C7TROUTER level of the MAP display, type
>MAPCI;MTC;CCS;CCS7;C7TROUTER

and press the Enter key.

Select the OFFL router to return to service.

To post the router, type

>POST router_no

and press the Enter key.

where

router_no
is the number of the router
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CCS RTRM
major (continued)

17

18
19
20

21

To busy the required posted router, type

>BSY
and press the Enter key.
Example of MAP display:

External Routing  Bsy

1111111 11122222 22222333
Router 12345678 90123459 78901234 56789012
MIIMSOOO
Rtr State Resource PM State
4 ManB LIU 104 InSv

Size of Posted Set =1

Rtr State Resource

1 ManB LIU7 101
2 ISTb LIU7 102
3 ISTh LIU7 103
4 ManB LIU7 104
5 SySb LIU7 105
6 OffL LIU7 106
7 OffL LIU7 107
8 OffL LIU7 108

PM State Congestion Level

InSv 0
InSv 2
InSv 2

InSv 1

SysB 0
OffL
OffL
OffL

Note: MAP response shown is for an OFFL router and LIU7.

If the BSY command

Do

passed

step 23

failed - no message to routeistep 22

management

failed - no response from routerstep 22

management

failed - system problem

step 18

failed - router not entered in ta-step 20

ble C’TROUTER

Check logs and the reason for system problems.

Go to step 22.

Contact your next level of support to determine if the selected router is not

entered.

Go to step 7 and select another OFFL router and equivalent LIU7.
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CCS RTRM
major (continued)

22 To busy the failed router again, type
>BSY router_no
and press the Enter key.
where

router_no
is the number of the router

Example of MAP display:

External Routing  Bsy

1111111 11122222 22222333
Router 12345678 90123459 78901234 56789012

MIIMSOOO
Rtr State Resource PM State
4 ManB LIU 104 InSv

Size of Posted Set =8

Rtr State Resource PM State Congestion Level
1 ManB LIU7 101 INSv 0
2 ISTb LIU7 102 InSv 2
3 ISTb LIU7 103 InSv 2
4 ManB LIU7 104 InSv 1
5 SySb LIU7 105 SysB 0
6 ManB LIU7 106 InSv

7 OffL LIU7 107 OffL

8 OffL LIU7 108 OffL

Note: MAP response shown is for an OFFL router and LIU7.

If the RTS command Do

passed step 23

other than listed here step 27
23 To return the selected router to service, type

>RTS router_no
and press the Enter key.
where

router_no
is the number of the router

Example of MAP display:
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CCS RTRM
major (continued)

External Routing  InSv

1111111 11122222 22222333
Router 12345678 90123459 78901234 56789012
..1..000

Rtr State Resource PM State

4 InSv LIU7 104 InSv

Size of Posted Set =8

Note: The following MAP response covers:

* an Offlrouter and LIU7 selected in step 7
e a ManBrouter selected in step 5

* a SySbrouter and LIU7 selected in step 8

If the RTS command Do

passed step 25

failed - no message to routerstep 24

management

failed - no response from routerstep 24

management

failed - system problem step 24
24 To return the failed router to service, type

>RTS router_no
and press the Enter key.
where

router_no
is the number of the router

Example of MAP display:

DMS-100 Family NA10O Alarm Clearing and Perform. Monitoring Proc. Volume 1 of 4 LET0015 and up



2-132 Common channel signaling alarm clearing procedures

CCS RTRM
major (continued)

External Routing  InSv
11111111112222222222333

Router12345678 901234597890123456789012
..1..O00O
RtrState ResourcePM State
6InSv LIU7 106InSv

Size of Posted Set =1

If the RTS command Do

passed step 25

other than listed here step 27
25 To check the status of the routers, type

>QUERYRTR_ALL
and press the Enter key.
Example of MAP display:

External Routing  InSv

1111111 11122222 22222333
Router 12345678 90123459 78901234 56789012
.1...000
Rtr State Resource PM State
1 InSv LIU 101 InSv

Size of Posted Set =6

Rtr State Resource PM State Congestion Level
1 InSv LIU7 101 InSv 0

2 ISTb LIU7 102 InSv 1

3 InSv LIU7 103 InSv 0

4 InSv LIU7 104 InSv 0

5 InSv LIU7 105 InSv 0

6 OffL LIU7 106 OffL

7 OffL LIU7 107 OffL

8 OffL LIU7 108 OffL
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CCS RTRM
major (end)

Note: The following MAP response covers:

* an Offlrouter and LIU7 selected in step 7
* a ManBrouter selected in step 5

e a SySbrouter and LIU7 selected in step 8

If the RTS command Do

cleared the alarm step 28

did not clear the alarm. Congesstep 26
tion continues to occur on the #2

router.
26 Goto step 7 and bring another OFFL router and LIU7 into service to clear the
congestion level alarm.
27 For additional help, contact the next level of support
28 The procedure is complete.
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3-1

3 Computing module alarm clearing
procedures

Introduction

This chapter provides alarm clearing procedures for the computing module
(CM). Computing module alarms appear under the CM header of the alarm
banner in the MAP display. Each procedure contains the following sections:

Alarm display
Indication

Meaning

Result

Common procedures
Action

Alarm display
This section indicates how the alarm appears at the MAP terminal.

Indication

This section indicates the following:

Meaning

Appearance of the alarm
Model of the alarm
Affected subsystems
Alarm intensity

This section indicates the cause of the alarm.

Result

This section describes the results of the alarm condition.
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3-2 Computing module alarm clearing procedures

Common procedures
This section lists common procedures used during the alarm clearing
procedure. A common procedure consists of a series of repeated steps within
maintenance procedures, for example, removal and replacement of a card.
Common procedures are in the common procedures chapter in this Northern
Telecom publication (NTP).

Do not go to a common procedure unless the step-action procedure directs you
to go.

Action
This section provides a summary flowchart of the alarm clearing procedure. A
detailed step-action procedure follows the flowchart.
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Computing module alarm clearing procedures 3-3

CM AutoLd
minor
Alarm display
CM MS 10D Net PM CCSs Lns Trks Ext APPL
AutoLd . . . . . .
Indication

At the MTC level of the MAP display, AutoLd appears under the computing
module (CM) header of the alarm banner. The AutoLd indicates a minor alarm
for an automatic reload.

Meaning
A defect or error prevents the automatic reload of the switch.

Result
The problem does not affect subscriber service.

Common procedures
There are no common procedures.

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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3-4 Computing module alarm clearing procedures

CM AutoLd
minor (continued)

Summary of Clearing a CM AutoLd minor alarm

Obtain CM logs

Y

Contact next
level of support

\

End

This flowchart summarizes the
procedure.

Use the instructions that follow
this flowchart to perform the
procedure.
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CM AutoLd
minor (end)

Clearing a CM AutoLd minor alarm

At the MAP terminal

1 Obtain all recent CM logs.

2 For additional help, contact the next level of support.
3 The procedure is complete.
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CM CBsyMC
major

Alarm display

CM MS IOD Net PM CCs Lns Trks Ext APPL
CBsyMC . . . .

Indication

At the MTC level of the MAP display, CBsyMC appears under the CM header
of the alarm banner. CBsyMC indicates a major alarm for a C-side busy
message controller.

Meaning

The message controller (MC) is control-side (C-side) busy. The links to the
message switch (MS) are system busy or manual busy.

Result

The computing module (CM) contains two MCs. If one MC is out of service,
the second MC assumes the full messaging load. After the removal of the
second MC, the switch cannot maintain subscriber service.

Common procedures
There are no common procedures.

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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CM CBsyMC
major (continued)

Summary of Clearing a CM CBsyMC major alarm

Clear MS This flowchart summarizes the
alarms procedure.
* Use the instructions that follow
this flowchart to perform the
Test affected procedure.
MC

N | Replace card.
Passed? Refer to
appropriate NTP.
t Y

Return MC to
service

Y

RTS
command -
passed?

VY

Release jam
and synchronize
affected CM

\

Alarm
cleared?

v Y
nd Contact next
level of support

-

E
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3-8 Computing module alarm clearing procedures

CM CBsyMC
major (continued)

Clearing a CM CBsyMC major alarm

At the MAP terminal

1 Use the correct MS alarm clearing procedures in this document to clear any
MS alarms. Complete the procedures and return to this point.

2 Determine if the CBsyMC main alarm cleared.
If the alarm Do
cleared step 24
changed to another alarm step 22
did not clear step 3

3 To access the MC level of the MAP display, type

>MAPCI;MTC;CM;MC
and press the Enter key.
Example of a MAP display:

CMO
MCO MC1
cbsy
4 To test the affected MC, type
>TST mc_number
and press the Enter key
where
mc_number is the number of the C-side busy MC (0 or 1)

Note: The state of the MCs appears under the MC 0 and MC 1 headers
of the MAP display. In the example in step 3, MC 1 is C-side busy.

Example of a MAP response:
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Computing module alarm clearing procedures 3-9

CM CBsyMC
major (continued)

Maintenance action submitted.

MC test passed.

Link 0: 0 messages sent, 0 messages received
— Possible C—side problem.

Link 1: 0 messages sent, 0 messages received
— Possible C—side problem.

TOD 0 test passed

TOD 1 test passed

If the TST command Do
passed step 15

failed, and the system generatedtep 5
a card list

5 Record the location, description, slot number, product engineering code
(PEC), and PEC suffix of the first card on the list.

6 Perform the correct procedure in Card Replacement Procedures. Complete
the procedure and return to this point.

7 To access the MC level of the MAP display, type
>CM;MC
and press the Enter key.
Example of a MAP display:

CMO

MCO MC1

mbsy
8 To test the affected MC, type

>TST mc_number

and press the Enter key

where

mc_number is the number of the affected MC (0 or 1)

If the TST command Do
passed step 10

failed, and you did not replaced all the cards on ttlstep 9
list

failed, and you replaced all the cards on the list step 23
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3-10 Computing module alarm clearing procedures

CM CBsyMC
major (continued)

10

11

12

13

If the TST command Do

is other than listed here step 23

Record the location, description, slot number, PEC, and PEC suffix of the next
card on the list.

Go to step 6.
Determine if the affected MC is manual busy.

Note: The term mbsy under the MCO or MC1 header on the MAP display
means the MC is manual busy. In the example in step 7, MC 1 is manual
busy.

If the state of the MC Do
is mbsy step 11
is no mbsy step 12

To return the manual busy MC to service, type
>RTS mc_number

and press the Enter key.

where

mc_number
is the number of the manual busy MC (0 or 1)

Example of a MAP response:

Maintenance action submitted.

MC RTS ok.

If the RTS command Do
passed step 12
failed step 23

Determine if the inactive CM surface powered down.

If the inactive CM surface Do
powered down step 13
did not power down step 15

To test the inactive central processing unit (CPU), type
>CM;TST
and press the Enter key.
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Computing module alarm clearing procedures 3-11

CM CBsyMC
major (continued)

Example of a MAP response:

The test(s) listed below will destroy
the software load in inactive CPU:

Static RAM test
Do you want to do the test(s) anyway?
Please confirm: ("YES”, "Y”, "NO”, or "N"):

14 To confirm the command, type
>YES
and press the Enter key.
Example of a MAP response:

Maintenance action submitted.
Test passed.

If the TST command Do

passed step 15

failed step 23

is other than listed here step 23
15 Determine if the inactive CPU jammed.

Note: The word yes under the Jam header means that the CPU jammed.
The area is blank if the CPU did not jam.

If the inactive CPU Do
jammed step 16
did not jam step 17

At the CM reset terminal for the inactive CPU

16 To release the jam on the inactive CPU, type
>\RELEASE JAM
and press the Enter key.

RTIF response:
JAM RELEASE DONE.
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3-12 Computing module alarm clearing procedures

CM CBsyMC
major (continued)
At the MAP terminal
17 Determine if the CM is in sync.

18

19

20

Note: A dot or EccOn under the Sync header means that the CM is in
sync. The word no means that the CM is not in sync.

If the CM Do
IS in sync step 20
is not in sync step 18

To synchronize the CM, type
>CM;SYNC

and press the Enter key.
Example of a MAP response:

Maintenance action submitted.
Synchronization successful.

If the response Do

indicates the SYNC command is successful step 20

indicates the CPUs are out of sync as a result ofsiep 19
problem with mismatches. Analyze the mismatch

logs before you synchronize the logs again.

Do you wish to continue?

Please confirm (yes, Y" or no, “N")
(SN/SNSE Series 70 only)

is other than listed here step 23

(SN/SNSE Series 70 only)

To deny the action, type

>NO

and press the Enter key.

Go to step 23.

Determine if the CBsyMC main alarm cleared.

If the alarm Do
cleared step 24
changed to another alarm step 22
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Computing module alarm clearing procedures 3-13

CM CBsyMC
major (end)

21
22
23
24

If the alarm Do

did not clear step 21

If a fiber link that has faults is present between the CM and MS, go to step 23.
Perform the correct alarm clearing procedure in this document.

For additional help, contact the next level of support.

The procedure is complete.
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CM CIkFIt
major
Alarm display
CM MS IOD Net PM CCS Lns Trks Ext APPL
CIkFIt . : : . . : :
M
Indication
At the MTC level of the MAP display, CIkFIt appears under the CM header of
the alarm banner. The CIkFIt indicates a clock major alarm.
Meaning
One of the central processing units (CPU) has a processor clock fault.
Result

In simplex or split mode, the active CPU normally runs on the clock of the
active CPU. In duplex mode, the computing module (CM) is in sync. In
duplex mode, both CPUs are in sync with a common clock.

A CPU with a processor clock that has faults can operate while the CPU runs
on the clock of the mate CPU.

Common procedures
There are no common procedures.

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.

297-8021-543 Standard 14.02 May 2001



Computing module alarm clearing procedures 3-15

CM CIKFIt
major (continued)

Summary of Clearing a CM CIkFIt major alarm

Jam inactive This flowchart summarizes the
CPU and drop procedure.
synchronization
Use the instructions that follow
* this flowchart to perform the
Test inactive procedure.
CPU

TST
command
passed?

Replace card.
Refer to the
correct NTP.

Alarm
cleared?

Contact next End
level of support

DMS-100 Family NA10O Alarm Clearing and Perform. Monitoring Proc. Volume 1 of 4 LET0015 and up
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CM CIKFIt
major (continued)

Clearing a CM CIkFIt major alarm

At the MAP terminal

1 To access the CM level of the MAP display, type

>MAPCI;MTC;CM
and press the Enter key.
Example of a MAP display:

CM Sync Act CPUO CPU1 Jam Memory CMMnt MC PMC

0 nocpulclk . yes

2 Determine if the inactive CPU jammed.

Note: The word yes under the Jam header means that the CPU jammed.
The area is blank if the CPU did not jam. In the example in step 1, the
inactive CPU (CPU 0) jammed.

If the inactive CPU

jammed

did not jam

At the CM reset terminal for the inactive CPU

3
WARNING
Loss of service
Make sure that you do not jam the active CPU. If you jam
the active CPU while the CM is out of sync, a cold restart
occurs. The word Act on the top banner of the display
identifies the reset terminal for the active CPU.
To jam the inactive CPU, type
>\JAM
and press the Enter key.
RTIF response:
Please confirm: (YES/NO)
4 To confirm the command, type

>YES
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CM CIKFIt
major (continued)

and press the Enter key.

RTIF response:
JAM DONE
At the MAP terminal
5 Determine that the CM is in sync.

Note: A dot or EccOn under the Sync header means that the CM is in
sync. The word no means that the CM is not in sync.

If the CM Do
IS in sync step 6
is not in sync step 9
6 To drop synchronization, type
>DPSYNC

and press the Enter key.

If the response Do

is About to drop sync with CPU n active. step 7
The inactive CPU JAMMED.

Do you want to continue?

Please confirm ("YES", "Y", "NO", or "N"):

is other than listed here step 22

7 To confirm the command, type
>YES
and press the Enter key.

At the CM reset terminal for the inactive CPU
8 Wait until Al flashes on the reset terminal for the inactive CPU.
Note: Wait five minutes for Al to flash.

If A1 Do
flashes step 9
does not flash step 22
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3-18 Computing module alarm clearing procedures

CM CIKkFIt
major (continued)
At the MAP terminal
9 To test the inactive CPU, type
>TST

and press the Enter key.

If the response Do

is The test(s) listed below will destroy the softwarstep 10
load in inactive CPU:Static RAM test

Do you want to do the test(s) anyway?

Please confirm: ("YES", "Y", "NO", or "N"):

is other than listed here step 22

10 To confirm the command , type
>YES
and press the Enter key.

If the TST command Do
passed step 17
failed, and the system generatedtep 11
a card list
is other than listed here step 22
11 Record the location, description, slot number, product engineering code
(PEC), and PEC suffix of the first card on the list.
12 Perform the correct procedure in Card Replacement Procedures. Complete
the procedure and return to this point.
At the MAP terminal
13 To access the CM level of the MAP display, type
>CM
and press the Enter key.
Example of a MAP display:

CM Sync Act CPUO CPU1l Jam Memory CMMnt MC PMC
0 nocpulclk . vyes S

14 To test the inactive CPU, type
>TST
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CM CIKFIt
major (continued)

and press the Enter key.

If the response Do

is The test(s) listed below will destroy the softwarstep 15
load in inactive CPU:Static RAM test

Do you want to do the test(s) anyway?

Please confirm: ("YES", "Y", "NO", or "N"):

is other than listed here step 22

15 To confirm the command, type
>YES
and press the Enter key.

If the TST command Do

passed step 17

failed, and you did not replace all cards on the list step 16

failed, and you replaced all cards on the list step 22

is other than listed here step 22
16 Determine the location, description, slot number, PEC, and PEC suffix of the

next card on the list.
Go to step 12.

At the CM reset terminal for the inactive CPU

17 To release the jam on the inactive CPU, type
>\RELEASE JAM
and press the Enter key.
RTIF response:

JAM RELEASE DONE

At the MAP terminal

18 To synchronize the CM, type
>SYNC
and press the Enter key.
Example of a MAP response:
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3-20 Computing module alarm clearing procedures

CM CIKFIt
major (end)

Maintenance action submitted.
Synchronization successful.

If the response Do

indicates the SYNC command was successful step 20

indicates the CPUs are out of sync as a result ofsiep 19
problem with mismatches. Analyze the mismatch

logs before you synchronize the logs again.

Do you wish to continue?

Please confirm (yes, "Y" or no, “N")

(SN/SNSE Series 70 only)

is other than listed here step 22

19 (SN/SNSE Series 70 only)
To deny the action, type
>NO
and press the Enter key.
Go to step 22.

20 Determine if the CIkFIt main alarm cleared.
If the alarm Do
cleared step 23
changed to another alarm step 21
did not clear step 22
21 Perform the correct alarm clearing procedure in this document.
22 For additional help, contact the next level of support.
23 The procedure is complete.
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CM CMFIt
major

Alarm display

CM MS IOD Net PM CCs Lns Trks Ext APPL
CMFIt

Indication
At the MTC level of the MAP display, CMFIt appears under the CM header of
the alarm banner. The CMFIt indicates a major alarm for a computing module
(CM) fault.

Meaning
A fault is present on one of the central processing units (CPUSs).

Result

When a fault occurs in one of the CPUs, CPU activity automatically switches
and synchronization drops. These actions allow the fault-free CPU to take
control.

Common procedures
There are no common procedures.

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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CM CMFIt
major (continued)

Summary of Clearing a CM CMFIt major alarm

Determine fault
type

Fault indicator
e2a?

Fault indicator
clk?

Fault indicator
rex?

Fault indicator \Y
mem or flt?

y

Contact next

Perform E2A
alarm clearing
procedure

Perform CM CLK
alarm clearing
procedure

This flowchart summarizes the
procedure.

Use the instructions that follow
this flowchart to perform the
procedure.

Make sure CPU is
inactive, in sync
and not jammed

—

Perform REx
test

Make sure CPU is
inactive, in sync

and not jammed

v

Test

v

TST
command
pass?

Y

command
passed?

Y

Replace cards.
Refer to correct
NTP.

Sync and
release jam

Y

Replace cards.
Refer to correct

level of support

NTP.

|

End
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CM CMFIt
major (continued)

Clearing a CM CMFIt major alarm

At the MAP display

1 To access the CM level of the MAP display, type
>MAPCI;MTC;CM
and press the Enter key.
Example of a MAP display:

CM Sync Act CPUO CPU1 Jam Memory CMMnt MC PMC
0 nocpulflt . yes .
2 Determine the type of fault that causes the alarm.

Note: The fault indicator is under the CPUO and CPU1 headers of the
MAP display. In the example in step 1, the fault indicator for CPU 0 is flt.

If the fault indicator Do

is clk step 3

is e2a step 4

IS rex step 5

is flt step 24

is mem step 24
3 Perform the procedure Clearing a CM CIkFIt major alarm in this document.
4 Perform the procedure Clearing a CM E2A minor alarm in this document.
5 Determine if the inactive CPU jammed.

Note: The word yes under the Jam header of the CM level MAP display
means that the CPU jammed. The area is blank if the CPU did not jam.

If the inactive CPU Do
jammed step 6
did not jam step 7
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3-24 Computing module alarm clearing procedures

CM CMFIt
major (continued)

At the CM reset terminal for the inactive CPU

6 To release the jam on the inactive CPU, type
>\RELEASE JAM
and press the Enter key.
RTIF response:

JAM RELEASE DONE

At the MAP display
7 Determine if the CM is in sync.

Note: A dot or EccOn under the Sync header means that the CM is in
sync. The word no means that the CM is not in sync.

If the CM Do
IS in sync step 9
is not in sync step 8
8 To synchronize the CM, type
>SYNC

and press the Enter key.
Example of a MAP response:

Maintenance action submitted.
Synchronization successful.

If the response Do

indicates the SYNC command isstep 9
successful

is other than listed here step 50

CAUTION

Possible service degradation
Check with operating company personnel to make sure that a
REX test can run at this time. Make sure that you initiate
REX tests during a low traffic period as a result of the high
level of CPU occupancy required. Synchronization
automatically drops and you cannot synchronize the CM
again, while the REX test runs.
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CM CMFIt
major (continued)

To run a REXx test on the CM , type
>REXTST
and press the Enter key.

If the response Do
is CAUTION: CM sync and activity states willstep 11
change.

Please confirm ("YES", "Y", "NO", or "N"):
is CMREX test not authorized by REX controller. step 10

is other than listed here step 50

10 REX tests run on another node. Consult office records or operating company
personnel. Determine where the REXx tests run. Wait until the tests finish
before you run the CM REXx test. To run the test, type

>REXTST
and press the Enter key.

If the response Do
is CAUTION: CM sync and activity states willstep 11
change
Please confirm ("YES", "Y", "NO", or "N"):
is other than listed here step 50
11 To confirm the command, type
>YES

and press the Enter key.
Example of a MAP response:

Maintenance action submitted.

If the REXTST command Do
passed step 48
failed, and the system generatedtep 12
a card list
other than listed here step 50
12 Record the location, description, slot number, product engineering code

(PEC), and PEC suffix of the first card on the list.
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3-26 Computing module alarm clearing procedures

CM CMFIt
major (continued)

13 Perform the correct procedure in Card Replacement Procedures. Complete
the procedure and return to this point.
14 Determine if the inactive CPU jammed.

Note: The word yes under the Jam header means that the CPU jammed.
The area is blank if the CPU did not jam.

If the inactive CPU Do
jammed step 15
did not jam step 16
At the CM reset terminal for the inactive CPU
15 To release the jam on the inactive CPU, type
>\RELEASE JAM

and press the Enter key.
RTIF response:

RELEASE JAM DONE

At the MAP display

16 To make sure that the MAP display is at the CM level, type
>CM
and press the Enter key.

17 Determine if the CM is in sync.

Note: A dot or EccOn under the Sync header means that the CM is in
sync. The word no means that the CM is not in sync.

If the CM Do
IS in sync step 20
is not in sync step 18

18 To synchronize the CM, type
>SYNC
and press the Enter key.
Example of a MAP response:
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CM CMFIt
major (continued)

Maintenance action submitted.
Synchronization successful.

If the response Do

indicates the SYNC command isstep 20
successful

is other than listed here step 50

19 Determine if the CMFIt major alarm cleared.

If the alarm Do

cleared step 44

did not clear step 20

20

DANGER
Possible service degradation
Check with operating company personnel to make sure that a

REX test runs at this time. Make sure you initiate REX tests
during a low traffic period, as a result of the high level of
CPU occupancy required.

To run a REX test on the CM, type
>REXTST

and press the Enter key.

Example of a Map response:

CAUTION: CM sync and activity states will change
Please confirm ("YES”, "Y”, "NO”, or "N"):
21 To confirm the command, type
>YES
and press the Enter key.
Example of a MAP response:
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CM CMFIt
major (continued)

Maintenance action submitted.

If the REXTST command Do

passed step 44

failed, and you did not replace all the cards on the list step 22

failed, and you replaced all the cards on the list step 50

is other than listed here step 50
22 Record the location, description, slot number, PEC, and PEC suffix of the next

card on the list.
Go to step 13.

23 Determine if the fault is on the inactive or active CPU.
If the fault Do
is on the inactive CPU step 24
is on the active CPU step 25
24 Determine if the inactive CPU is in sync.
If the inactive CPU Do
IS in sync step 26
is not in sync step 37
25 Determine if the active CPU is in sync.
If the active CPU Do
is in sync step 36
IS not in sync step 50
26 Determine if the inactive CPU jammed.

Note: The word yes under the Jam header means that the CPU jammed.
The area is blank if the CPU did not jam.

If the inactive CPU Do
jammed step 32
did not jam step 27
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CM CMFIt
major (continued)

27 To access the memory level of the MAP display, type
>MEMORY
and press the Enter key.
28 To match the memories of the CPUs, type
>MATCH ALL
and press the Enter key.
Example of a MAP response:

Matching memory between CPUs in
sync.
29 Determine if the memory match caused the following conditions to occur:
* The memory match was successful.
* The system did not generate mismatch logs, MM100 or MM101.

e« The CM remained in sync, indicated by a dot or EccON under the Sync
header on the MAP display.

If the conditions Do
occurred step 30
did not occur step 50

At the CM reset terminal for the inactive CPU

30
DANGER
Loss of service
Make sure that you do not jam the ACTIVE CPU. If you jam
the active CPU while the CM is not in sync, a cold restart
occurs. The word Act on the top banner of the display
identifies the reset terminal for the active CPU.
To jam the inactive CPU, type
>\JAM
press the Enter key.
RTIF response:
PLEASE CONFIRM ("YES” OR "NO")
31 To confirm the response, type

>YES
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CM CMFIt

major (continued)

and press the Enter key.
RTIF response:

JAM DONE

32 To drop synchronization, type
>DPSYNC
and press the Enter key.

If the response Do

is About to drop sync with CPUn active the inactivetep 33
CPU is jammed.

Do you want to continue?

Please confirm("YES" OR "NO")

is Drop synchronization fails. step 50
is Cancelled. step 35
Active CPUn has a processor clock that has faults
33 To confirm the command, type
>YES

and press the Enter key.

At the CM reset terminal for the inactive CPU
34 Wait until Al flashes or fails to flash on the RTIF for the inactive CPU.

If Al Do
flashes step 37
did not flash after 5 min step 50
35 The DPSYNC command is not available as a result of the damaged clock of

the active CPU. Perform the procedures in this document on how to clear a
CM CLK major alarm.

36 Perform the activity switch with memory match procedure in this document.
Complete the procedure and return to this point.

37 To test the inactive CPU, type
>TST
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CM CMFIt
major (continued)

and press the Enter key.

If the response Do

is The test(s) listed below will destroy the softwarstep 38
load in inactive CPU:

is Static RAM test

is Do you want to do the test(s) anyway?

Please confirm: ("YES", "Y", "NO", or "N"):

is other than listed here step 50

38 To confirm the command, type
>YES
and press the Enter key.
Example of a MAP response:

Maintenance action submitted.

If the TST command Do

passed step 44

failed, and you did not replace all the cards on the list step 39

failed, and you replaced all the cards on the list step 50
is other than listed here step 50
39 Record the location, description, slot number, PEC, and PEC suffix of the next
card on the list.
40 Perform the correct procedure in Card Replacement Procedures. Complete

the procedure and return to this point.
41 To test the inactive CPU, type

>TST

and press the Enter key.

If the response Do

s The test(s) listed below will destroy the softwarstep 42
load in inactive CPU:

Static RAM test

is Do you want to do the test(s) anyway?

Please confirm: ("YES", "Y", "NO", or "N"):T

is other than listed here step 50
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CM CMFIt

major (continued)
42
43
44

To confirm the command, type
>YES

and press the Enter key.
Example of a MAP response:

Maintenance action submitted.

If the TST command Do

passed step 44
failed, and did not replace all cards on the list step 43
failed, and replaced all cards on the list step 50
is other than listed here step 50

Record the location, description, slot number, PEC, and PEC suffix of the next
card on the list.

Go to step 40.
Determine if the inactive CPU jammed.

Note: The word yes under the Jam header means that the CPU jammed.
The area is blank if the CPU did not jam.

If the inactive CPU Do
jammed step 45
did not jam step 46

At the CM reset terminal for the inactive CPU

45

To release the jam on the inactive CPU, type
>\RELEASE JAM

and press the Enter key.

RTIF response:

JAM RELEASE DONE
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CM CMFIt
major (end)

At the MAP display
46 Determine if the CM is in sync.

Note: A dot or EccOn under the Sync header means that the CM is in
sync. The word no means that the CM is not in sync.

If the CM Do
IS in sync step 48
is not in sync step 47

47 To synchronize the CM, type
>SYNC
and press the Enter key.
Example of a MAP response:

Maintenance action submitted.
Synchronization successful.

If the response Do

indicates the SYNC command isstep 48

successful
is other than listed here step 50
48 Determine if the CMFIt major alarm cleared.
If the alarm Do
cleared step 51
changed to another alarm step 49
did not clear step 50
49 Perform the correct alarm clearing procedure in this document.
50 For additional help, contact the next level of support.
51 The procedure is complete.
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CM CMTrap
major

Alarm display

CM MS IOD Net PM CCs Lns Trks Ext APPL
CMTrap

Indication

At the MTC level of the MAP display, CMTrap appears under the CM header
of the alarm banner. The CMTrap indicates a major alarm for the trap rate.

Meaning
The trap rate approaches a threshold that can cause a warm restart.

Result

The computing module (CM) requires more time to correct faults than the
average amount of time the CM requires. Subscriber service problems can
arise as a result of the slow system response time. If the trap rate exceeds the
threshold, a warm restart occurs.

Common procedures
There are no common procedures.

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.

297-8021-543 Standard 14.02 May 2001



Computing module alarm clearing procedures 3-35

CM CMTrap
major (continued)

Summary of Clearing a CM CMTrap major alarm

Record number This flowchart summarizes the
of traps procedure.
Use the instructions that follow
* this flowchart to perform the
Obtain all latest procedure.

trap logs

Y

Contact next
level of support

|

End
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CM CMTrap
major (end)

Clearing a CM CMTrap major alarm

At the MAP display

1 To access the CMMNT level of the MAP display, type
>MAPCI;MTC;CM;CMMNT
and press the Enter key.
Example of a MAP response:

CM Sync Act CPUO CPU1 Jam Memory CMMnt MC PMC
0O . cpuO . .o

Traps: Per minute = 108 Total= 6342

AutoLdev: Primary = SLM 0 disk Secondary = SLM 1 DISK
Image Restartable = No image test since last restart

Next CM image test restart type= RELOAD

Last CMREXTST executed

System memory in kbytes as of 14:39:07
Memory(kbytes):Used = 105984 Avail = 12800 Total = 118784

2 Record the total number of traps.
Note: The total number of traps is on the right of the Traps header in the
Total field.

3 Obtain all current trap logs.

4 For additional help, contact the next level of support.

5 The procedure is complete.
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CM E2A
minor

Alarm display

CM MS IOD Net PM CCSs Lns Trks Ext APPL
E2A

Indication
At the MTC level of the MAP display, E2A appears under the computing
module (CM) header of the alarm banner. The E2A indicates an E2A minor
alarm.

Meaning
The E2A links are not in service. The E2A links provide remote access to the
reset system of the switch.

Result

The problem does not affect subscriber service. Remote access to the reset
system of the switch through one or both of the E2A links is not available.

Common procedures
There are no common procedures.

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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CM E2A
minor (continued)

Summary of Clearing a CM E2A minor alarm

Determine the
state of the
E2A link

\

Verify the
connection of
the E2A link

\

Enable the
E2A link

Alarm
cleared-

End Contact next
level of support

This flowchart summarizes the
procedure.

Use the instructions that follow
this flowchart to perform the
procedure.
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CM E2A
minor (continued)

Clearing a CM E2A minor alarm

At the MAP terminal

1 To access the CM level of the MAP display, type
>MAPCI;MTC;CM
and press the Enter key.
Example of a MAP display:

CM Sync Act CPUO CPU1l Jam Memory CMMnt MC PMC
O nocpule2a . yes . . . .
2 To determine the status of the E2A links, type
>E2ALINK CHECK
and press the Enter key.
Example of a MAP response:

Maintenance action submitted.
CPUOQ: E2A Link is DISCONNECTED, ENABLED.
CPUL1: E2A Link is DISCONNECTED, DISABLED.

If the response indicates that either Do
E2A link
is UNSTABLE,ENABLED or step 3

UNSTABLE,DISABLED

is DISCONNECTED,DISABLED step 3
or DISCONNECTED,ENABLED

is CONNECTED,DISABLED step 5
At the switch
3 At the back of the switch, make sure that all connections between the NT9X26

cards and the E2A telemetry equipment are secure.

At the MAP terminal

4 To determine the status of the E2A links, type
>E2ALINK CHECK
and press the Enter key.
Example of a MAP response:
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CM E2A
minor (end)

Maintenance action submitted.
CPU1: E2A Link is CONNECTED, ENABLED.
CPUO: E2A Link is DISCONNECTED, DISABLED.

If both E2A links Do

are CONNECTED, ENABLED step 6
are CONNECTED, DISABLED step 5

are other than listed here step 7

5 To enable the E2A links, type
>E2ALINK ENABLE n
and press the Enter key.
where

n
is the number of the central processing unit (CPU) with the disabled
link (0 or 1)

Example of a MAP response:

Maintenance action submitted.
CPU1: E2A Link is CONNECTED, ENABLED.

6 Determine if the E2A minor alarm cleared.
If the alarm Do
cleared step 8
did not clear step 7

7 For additional help, contact the next level of support.

The procedure is complete.
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CM EccOn
minor

Alarm display

Indication

Meaning

Result

CM MS IOD Net PM CCSs Lns Trks Ext APPL
EccOn . . .

Atthe MTC level of the MAP display, EccOn appears under the CM header of
the alarm banner. The EccOn indicates an error-checking minor alarm.

The computing module (CM) runs in synchronization with memory error
checking and correction enabled. Mismatches caused by adjustable single bit
memory errors do not occur.

Processor performance is slower.

Common procedures

Action

There are no common procedures.

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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CM EccOn
minor (continued)

Summary of Clearing a CM EccOn minor alarm

Jam inactive
CPU and drop
synchronization

\

Release jam
and synchronize

CM
Alarm
cleared?

Contact next
level of support

End

This flowchart summarizes the
procedure.

Use the instructions that follow
this flowchart to perform the
procedure.
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CM EccOn
minor (continued)

Clearing a CM EccOn minor alarm

At your current location

1 Consult office records or operating company personnel. Determine the
reason for the enabled memory checking. Determine when you can disable
memory error checking and correction.

To disable memory error checking and correction, continue this procedure as

permitted.
At the MAP terminal
2 To access the CM level of the MAP display, type

>MAPCI;MTC;CM
and press the Enter key.
Example of a MAP display:

CM Sync Act CPUO CPU1l Jam Memory CMMnt MC PMC
OEcconcpul . . yes . Ce

3 Determine if the inactive central processing unit (CPU) jammed.

Note: The word yes under the Jam header means that the inactive CPU
jammed. The area is blank if the CPU did not jam.

If the inactive CPU Do
jammed step 6
did not jam step 4

At the CM reset terminal for the inactive CPU
4

WARNING

Loss of service

Make sure that you do not jam the active CPU. If you jam
the active CPU while the CM is not in sync, a cold restart
occurs. The word Act on the top banner of the display
identifies the reset terminal for the active CPU.

To jam the inactive CPU, type
>\JAM

and press the Enter key.
RTIF response:
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CM EccOn
minor (continued)

Please confirm (YES/NO)
5 To confirm the command, type
>YES
and press the Enter key.
RTIF response:

JAM DONE

At the MAP terminal

6 To drop synchronization, type
>DPSYNC
and press the Enter key.

If the response Do

is About to drop sync with CPU nstep 7
active.The inactive CPU is
JAMMED.

Do you want to continue?

Please confirm ("YES", "Y", "NO"

or "N"):

is other than listed here step 12

7 To confirm the command, type
>YES
and press the Enter key.

At the CM reset terminal for the inactive CPU
8 Wait until Al flashes on the reset terminal for the inactive CPU.
Note: Wait 5 min for Al to flash.

If Al Do

flashes step 9

does not flash step 12
9 To release the jam on the inactive CPU, type

>\RELEASE JAM
and press the Enter key.
RTIF response:
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CM EccOn
minor (end)

JAM RELEASE DONE

At the MAP terminal
10 To synchronize the CM, type
>SYNC

and press the Enter key.
Example of a MAP response:

Maintenance action submitted.
Synchronization successful.

If the response Do

indicates the SYNC commandstep 11
was successful

is other than listed here step 12
11 Determine if the EccOn minor alarm cleared.

If the alarm Do

cleared step 13

did not clear step 12
12 For additional help, contact the next level of support.
13 The procedure is complete.
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CM IMAGE
critical

Alarm display

CM MS IOD Net PM CCs Lns Trks Ext APPL
IMAGE
*C*

Indication

At the MTC level of the MAP display, IMAGE appears under the CM header
of the alarm banner. The IMAGE indicates an IMAGE critical alarm.

Meaning

The software load on the inactive central processing unit (CPU) cannot
maintain a restart.

Result

The problem does not affect subscriber service. If a fault occurs on the active
side, the switch cannot recover immediately.

Common procedures
There are no common procedures.

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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CM IMAGE
critical (continued)

Summary of Clearing a CM IMAGE critical alarm

Obtain CM logs This flowchart summarizes the
procedure.
Use the instructions that follow
* this flowchart to perform the
Contact next procedure.

level of support

Y

End
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CM IMAGE
critical (end)

Clearing a CM IMAGE critical alarm

At the MAP

1 Obtain all the latest CM logs.

2 For additional help, contact the next level of support.
3 The procedure is complete.
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CM Jlnact
minor
Alarm display
CM MS 10D Net PM CCSs Lns Trks Ext APPL
Jlnact
Indication

At the MTC level of the MAP display, JInact appears under the computing
module (CM) header of the alarm banner. The JIinact indicates a jammed
inactive CPU minor alarm.

Meaning
The inactive central processing unit (CPU) jammed. If the system generated
the alarm, SysJam appears on the RTIF status line of the RTIF terminal. If the
inactive CPU manually jammed, ManJam appears on the RTIF status line of
the RTIF terminal.

Result

The problem does not affect subscriber service. Activity cannot switch with a
jammed inactive CPU.

Common procedures
There are no common procedures.

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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CM Jinact
minor (continued)

Summary of Clearing a CM Jinact minor alarm

This flowchart summarizes the
procedure.
Inactive CPU \ y When _ _
manually — permltted, Use the instructions that follow
jammed? continue. this flowchart to perform the
N procedure.

Release jam

Jam
released?

End Contact next
level of support
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CM Jinact
minor (end)
Clearing a CM Jinact minor alarm
At the CM reset terminal for the inactive CPU
1 Determine if the inactive CPU system jammed or manually jammed.
If the inactive CPU Do
system jammed step 3
manually jammed step 2
2 Maintenance personnel jammed the inactive CPU. Determine from office

records or from operating company personnel why the CPU jammed.
When you have permission, continue with this procedure.
3 To release the jam on the inactive CPU, type
>\RELEASE JAM
and press the Enter key.
RTIF response:

JAM RELEASE DONE

If the response Do

is JAM RELEASE DONE step 5

is other than listed here step 4
4 For additional help, contact the next level of support.
5 The procedure is complete.
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CM LowMem
critical

Alarm display

CM MS IOD Net PM CCs Lns Trks Ext APPL
LowMem .
*C*

Indication

Atthe MTC level of the MAP display, LowMem appears under the CM header
of the alarm banner. LowMem indicates a critical alarm for low memory.

Meaning

The computing module (CM) has no spare memory left. The CM runs low on
the amount of allocated memaory.

Result

The problem does not affect subscriber service. A critical switch procedure
can require additional memory for any reason. If the procedure requires and
cannot obtain additional memory, a warm or cold restart occurs.

Common procedures
There are no common procedures.

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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CM LowMem
critical (continued)

Summary of Clearing a CM LowMem critical alarm

Determine if a This flowchart summarizes the
defective procedure.
memory card is
present Use the instructions that follow
this flowchart to perform the
* procedure.

Defective

Perform MemFIt
5 alarm clearing
memory card? procedure

Claim memory

CLAIM
command
passed?

Extend memory.
Refer to the
appropriate NTP.

Contact next
level of support

Alarm
cleared?

End
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CM LowMem
critical (continued)

Clearing a CM LowMem critical alarm

At the MAP terminal

1 To access the memory level of the MAP display, type
>MAPCI;MTC;CM;MEMORY
and press the Enter key.
Example of a MAP display for DMS SuperNode:

CM Sync Act CPUO CPU1l Jam Memory CMMnt MC PMC
0O .cpul

CMO0
1 Plane0 C|C Planel1
0987654321 P | P 1234567890

MEMORY:
Example of a MAP display for DMS SuperNode SE:

CM Sync Act CPUO CPU1l Jam Memory CMMnt MC PMC
0 .cpul

CMO0
Plane0 C|C Plane 1
54321 P | P 12345
LFUJU L

MEMORY:

2 Determine if a memory card that has faults exists .
Note: An funder the card number indicates that the card has faults.

If Do

a memory card that has faults istep 3
present

a memory card that has faults istep 4
not present

3 Perform the procedure Clearing a CM MemFIt minor alarm in this document.
Complete the procedure and return to this point.

Go to step 1.
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CM LowMem
critical (continued)

4 Determine if the inactive CPU jammed.

Note: The word "yes" under the Jam header means that the CPU
jammed. The area is blank if the CPU did not jam.

Example of a MAP display:

CM Sync Act CPUO CPU1l Jam Memory CMMnt MC PMC

O no cpul . . yes

If the CPU Do
jammed step 7
did not jam step 5

At the CM reset terminal for the inactive CPU
5

WARNING

Loss of service

Make sure that you do not jam the active CPU. If you jam
the active CPU while the CM is not in sync, a cold restart
occurs. The word Act on the top banner of the display
identifies the reset terminal for the active CPU.

To jam the inactive CPU, type
>\JAM

and press the Enter key.
RTIF response:

Please confirm: (YES/NO)

6 To confirm the command, type
>YES
and press the Enter key.
RTIF response:

JAM DONE
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CM LowMem
critical (continued)

At the MAP terminal
7 Determine if the CM is in sync.

Note: A dot or EccOn under the Sync header means that the CM is in
sync. The word no means that the CM is not in sync.

If the CM Do
IS in sync step 8
is not in sync step 12
8 To access the CM level of the MAP display, type
>CM
and press the Enter key.
9 To drop the synchronization, type
>DPSYNC

and press the Enter key.

If the response Do

is About to drop sync with CPU n active. step 10
The inactive CPU is JAMMED.

Do you want to continue?

Please confirm ("YES", "Y", "NO", or "N"):

is other than listed here step 23

10 To confirm the command, type
>YES
and press the Enter key.

At the CM reset terminal for the inactive CPU
11 Wait until Al flashes on the reset terminal for the inactive CPU.
Note: Wait 5 min for Al to flash.

If AL Do
flashes step 12
does not flash step 23
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CM LowMem
critical (continued)

At the MAP terminal

12 To access the memory level of the MAP display, type
>MEMORY
and press the Enter key.

13

WARNING

Possible service degradation
The memory claim requires a high level of CPU occupancy.
An attempt to reclaim additional memory while the switch
runs under heavy traffic can affect call processing.

To claim additional memory, type
>CLAIM

and press the Enter key.
Example of a MAP response:

The reclaiming of unused Data Store and Program Store to
the Spare Pool should only be done if the switch is NOT
running under heavy traffic.
Please confirm ("YES”, "Y”, "NO”, or "N"):
14 To confirm the command, type
>YES

and press the Enter key.

If the CLAIM command Do
passed step 15
failed step 20

At the CM reset terminal for the inactive CPU

15 To release the jam on the inactive CPU, type
>\RELEASE JAM
and press the Enter key.
RTIF response:

JAM RELEASE DONE
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CM LowMem
critical (continued)

At the MAP terminal
16 To access the CM level of the MAP display, type
>CM
and press the Enter key.
17 To synchronize the CM, type
>SYNC
and press the Enter key.
Example of a MAP response:

Maintenance action submitted.
Synchronization successful.

If the response Do

indicates the SYNC command is successful step 19

indicates the CPUs are not in sync as a result ofsep 18
problem with mismatches. Analyze the mismatch

logs before you synchronize the logs again.

is Do you wish to continue? Please Confirm("YES",

"Y", or "NO", "N")

is other than listed here step 23

18 (SN/ SNSE Series 70 only)
To deny the action, type
>NO
and press the Enter key.
Go to step 23.

19 Determine if the LowMem critical alarm cleared.
If the alarm Do
cleared step 24
changed to another alarm step 22
did not clear step 20
20 To extend the memory, use the Memory extension in the SuperNode CM

procedure in Card Replacement Procedures. Complete the procedure and
return to this point.
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CM LowMem
critical (end)

21

22
23
24

Determine if the LowMem critical alarm cleared.

If the alarm Do

cleared step 24
changed to another alarm step 22
did not clear step 23

Perform the correct alarm clearing procedure in this document.
For additional help, contact the next level of support.
The procedure is complete.
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CM LowSpr
major

Alarm display

CM MS IOD Net PM CCs Lns Trks Ext APPL
LowSpr

Indication

At the MTC level of the MAP display, LOWSpr appears under the CM header
of the alarm banner. The LOWSpr indicates a major alarm for low spare
memory.

Meaning
Both central processing units (CPUSs) run out of available spare memory.

Result
The problem does not immediately affect subscriber service.

If a single memory fault occurs, not enough spare memory is available for
single memory fault recovery. Synchronization drops and the switch cannot
recover in sync.

Common procedures
There are no common procedures.

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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CM LowSpr
major (continued)

Summary of Clearing a CM LowSpr major alarm

Determine if a
memory card that
has faults is present

Memory card \Y
have faults?

Perform MemFIt
alarm clearing
procedure

X procedure.

Claim memory

CLAIM
command
passed?

Extend memory.
Refer to the
correct NTP.

Alarm
cleared?

Contact next
level of support

End

This flowchart summarizes the
procedure.

Use the instructions that follow
this flowchart to perform the
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CM LowSpr

major (continued)

Clearing a CM LowSpr major alarm

At the MAP display

1

To access the memory level of the MAP display, type
>MAPCI;MTC;CM;MEMORY

and press the Enter key.

Example of a MAP display for DMS SuperNode:

CM Sync Act CPUO CPU1 Jam Memory CMMnt MC PMC
0 .cpul

CMO
1 Plane0 C|C Planel1l
0987654321 P | P 1234567890
...... f..U|U.....

MEMORY:

Example of DMS SuperNode SE MAP display:

CM Sync Act CPUO CPU1 Jam Memory CMMnt MC PMC
0 .cpul

CMO0
Plane 0 C|C Plane 1
54321 P | P 12345
f.oUlU ...

MEMORY:

Determine if a memory card that has faults is present.
Note: An funder a card number indicates that the card has defects.

If a memory card with defects Do
is present step 3
is not present step 4

Perform the procedure Clearing a CM MemFIt minor alarm described in this
document. Complete and return to this point.

Go to step 1.
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CM LowSpr
major (continued)

4 Determine if the inactive CPU jammed.

Note: The word yes under the Jam header means that the CPU jammed.
The area is blank if the CPU did not jam.

Example of a MAP display:

CM Sync Act CPUO CPU1 Jam Memory CMMnt MC PMC

O nocpul . . yes

If the CPU Do
jammed step 7
did not jam step 5

At the CM reset terminal for the inactive CPU
5

WARNING

Loss of service

Make sure that you do not jam the active CPU. If you jam
the active CPU while the CM is not in sync, a cold restart
occurs. The word Act on the top banner of the display
identifies the reset terminal for the active CPU.

To jam the inactive CPU, type
>\JAM

and press the Enter key.
RTIF response:

Please confirm: (YES/NO)

6 To confirm the command, type
>YES
and press the Enter key.
RTIF response:

JAM DONE
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CM LowSpr
major (continued)
At the MAP terminal
7 Determine if the CM is in sync.

Note: A dot or EccOn under the Sync header means that the CM is in
sync. The word no means that the CM is not in sync. In the example in
step 4, the CM is not in sync.

If the CM Do
is in sync step 8
iS not in sync step 12
8 To access the CM level of the MAP display, type
>CM
and press the Enter key.
9 To drop synchronization, type
>DPSYNC

and press the Enter key.

If the response Do

is About to drop sync with CPU n active. step 10
The inactive CPU is JAMMED.

Do you want to continue?

Please confirm ("YES", "Y", "NO", or "N"):

is other than listed here step 23

10 To confirm the command, type
>YES
and press the Enter key.

At the CM reset terminal for the inactive CPU
11 Wait until Al flashes on the reset terminal for the inactive CPU.
Note: Wait 5 min for Al to flash.

If A1 Do
flashes step 12
does not flash step 23
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CM LowSpr
major (continued)
At the MAP display
12 To access the memory level of the MAP display, type
>MEMORY
and press the Enter key.
13
CAUTION
Possible service degradation
The memory claim requires a high level of CPU occupancy.
An attempt to reclaim additional memory while the switch
runs under heavy traffic can affect call processing.
To claim additional memory, type
>CLAIM
and press the Enter key.
MAP response:
The reclaiming of unused Data Store and Program
Store to the Spare Pool should only be done if the
switch is NOT running under heavy traffic.
Please confirm ("YES”, "Y”, "NO”, or "N"):
14 To confirm the command, type
>YES
and press the Enter key.
If the CLAIM command Do
passed step 15
failed step 20

At the CM reset terminal for the inactive CPU

15 To release the jam on the inactive CPU, type
>\RELEASE JAM
and press the Enter key.
RTIF response:

JAM RELEASE DONE
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CM LowSpr
major (continued)

At the MAP terminal
16 To access the CM level of the MAP display, type
>CM

and press the Enter key.

17 To synchronize the CM, type
>SYNC
and press the Enter key.
MAP response:

Maintenance action submitted.
Synchronization successful.

If the response Do
indicates the SYNC command is successful step 19
indicates that the logs do not match. step 18

The CPUs are out of sync. Review mismatch logs be-
fore you synchronize the CM again

Do you wish to continue?

Please Confirm("YES", "Y", or "NO", "N")

is other than listed here step 23

18 (SN/SNSE Series 70 only)
To deny the action, type
>NO
and press the Enter key.
Go to step 23.

19 Determine if the LOWSpr major alarm cleared.
If the alarm Do
cleared step 24
changed to another alarm step 22
did not clear step 20
20 To extend the memory, use the Memory extension in the SuperNode CM

procedure in Card Replacement Procedures. Complete the procedure and
return to this point.
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CM LowSpr
major (end)

21

22
23
24

Determine if the LOWSpr major alarm cleared.

If the alarm Do

cleared step 24
changed to another alarm step 22
did not clear step 23

Perform the correct procedure in this document to clear the alarm.
For additional help, contact the next level of maintenance support.
The procedure is complete.
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CM LowSpr
minor

Alarm display

CM MS IOD Net PM CCs Lns Trks Ext APPL
LowSpr . . . . . .

Indication
At the MTC level of the MAP display, LowSpr appears under the CM header
of the alarm banner. The LowSpr indicates a minor alarm for low spare
memory.

Meaning
The computing module (CM) runs out of available spare memory on one
central processing unit (CPU).

Result

This alarm can affect handshake override capability. The handshake override
increases the speed of CPU operations. The handshake override overrides the
handshake synchronization of memory access between CPUs. This alarm can
cause the fault tolerance capability to degrade.

Common procedures
This procedure refers #ctivity switch with memory match

Do not go to the common procedure unless the step-action procedure directs
you to go.

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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CM LowSpr
minor (continued)

Summary of Clearing a CM LowSpr minor alarm

Determine if a
memory card
that has faults
is present

Is there a
memory
card with
fI’?

N/

Perform MemFIt
alarm clearing

procedure

{ procedure.

Claim memory

Alarm
cleared?

Extend memory.
Refer to correct
NTP.

Alarm
cleared?

End

Contact next
level of support

This flowchart summarizes the
procedure.

Use the instructions that follow
this flowchart to perform the
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CM LowSpr
minor (continued)

Clearing a CM LowSpr minor alarm

At the MAP terminal

1 To access the memory level of the MAP display, type
>MAPCI;MTC;CM;MEMORY
and press the Enter key.
Example of a MAP display for DMS SuperNode:

CM Sync Act CPUO CPU1 Jam Memory CMMnt MC PMC
0 .cpul

CMO

1 Plane0 C|C Planel1l
0987654321 P | P 1234567890

MEMORY:

Example of DMS SuperNode SE MAP display

CM Sync Act CPUO CPU1 Jam Memory CMMnt MC PMC
0 .cpul

CMO0
Plane0 C|C Plane 1
54321 P | P 12345
LFUJU L

MEMORY:

2 Determine if a memory card that has faults is present.
Note: An funder a card number indicates a card has faults.

If a defective memory card Do
is present step 3
iS not present step 4
3 Perform the procedure Clearing a CM MemFIt minor alarm in this document.

Complete the procedure and return to this point.
Go to step 1.
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CM LowSpr
minor (continued)
4 To determine if the low spare memory (LowSpr) condition is on the active or
inactive CPU plane, type
>SPARE

and press the Enter key.

Note: The plane with the lowest number of spare memory modules has
the LowSpr condition.

Example of a MAP response:

Plane 0 has 1 spare 8 Mbyte Modules.
The total Spare memory available is 8 Mbytes.
Plane 1 has 0 spare 8 Mbyte Modules.
The total Spare Memory available is 0 Mbytes.

If the LowSpr condition Do

is on the active CPU step 13

is on the inactive CPU step 5
5 Determine if the inactive CPU jammed.

Note: The word yes under the Jam header at the CM level of the MAP

display means that the CPU jammed. The area is blank if the CPU did not
jam.

Example of a MAP display:

CM Sync Act CPUO CPU1l Jam Memory CMMnt MC PMC

O nocpul . . yes

If the CPU Do
jammed step 8
did not jam step 6
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CM LowSpr
minor (continued)

At the CM reset terminal for the inactive CPU

6

WARNING
Loss of service
Make sure you do not jam the active CPU. If you jam the

active CPU while the CM is not in sync, a cold restart occurs.

The word Act on the top banner of the display identifies th
reset terminal for the active CPU.

\1%

To jam the inactive CPU, type
>JAM

and press the Enter key.
RTIF response:

Please confirm: (YES/NO)

7 To confirm the command, type
>YES
and press the Enter key.
RTIF response:

JAM DONE

At the MAP display
8 Determine if the CM is in sync.

Note: A dot or EccOn under the Sync header means that the CM is in
sync. The word "no" means that the CM is not in sync. In the example in

step 5, the CM is not in sync.

If the CM

is in sync

is not in sync

9 To access the CM level of the MAP display, type

>CM
and press the Enter key.

10 To drop synchronization, type
>DPSYNC
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CM LowSpr
minor (continued)

and pressing the Enter key.

If the response Do

is About to drop sync withCPU nstep 11
active.The inactive CPU is
JAMMED. Do you want to

continue?
Please confirm ("YES", "Y",
IINOII’ or IINII):
is other than listed here step 25
11 To confirm the command, type
>YES

and press the Enter key.

At the CM reset terminal for the inactive CPU
12 Wait until Al flashes on the reset terminal for the inactive CPU.
Note: Wait 5 min for Al to flash.

If Al Do
flashes step 14
does not flash step 25
13 Perform the procedure Activity switch with memory match in this document.
Complete the procedure and return to this point.
At the MAP terminal
14 To access the memory level of the MAP display, type
>MEMORY

and press the Enter key.
15

WARNING

Possible service degradation
The memory claim requires a high level of CPU occupancy.
An attempt to reclaim additional memory while the switch
runs under heavy traffic can affect call processing.

To claim additional memory, type
>CLAIM
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CM LowSpr
minor (continued)

and press the Enter key.
MAP response:

The reclaiming of unused Data Store and Program Store to
the Spare Pool should only be done if the switch is NOT
running under heavy traffic.
Please confirm ("YES”, "Y”, "NQO”, or "N"):
16 To confirm the command, type
>YES

and press the Enter key.

If the CLAIM command Do
passed step 17
failed step 22
At the CM reset terminal for the inactive CPU
17 To release the jam on the inactive CPU, type
>\RELEASE JAM

and press the Enter key.
RTIF response:

JAM RELEASE DONE

At the MAP terminal
18 To access the CM level of the MAP display, type
>CM
and press the Enter key.
19 To synchronize the CM, type
>SYNC
and press the Enter key.
Example of a MAP response:

Maintenance action submitted.
Synchronization successful.

If the response Do

indicates the SYNC command wastep 21
successful
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CM LowSpr
minor (end)

20

21

22

23

24
25
26

If the response Do

indicates the CPUs are not in synstep 20
as a result of a problem with

mismatches. Analyze the mismatch

logs before you synchronize the

logs again.

Do you wish to continue? Please
Confirm ("YES", "Y", or "NO",

N")

(SN/ SNSE series 70 only)

is other than listed here step 25

(SN/SNSE Series 70 only)

To deny the action, type

>NO

Go to step 25.

Determine if the LowSpr minor alarm cleared.

If the alarm Do

cleared step 26
changed to another alarm step 24
did not clear step 22

To extend the memory, perform the Memory extension in the SuperNode CM
procedure in Card Replacement Procedures. Complete the procedure and
return to this point.

Determine if the LowSpr minor alarm cleared.

If the alarm Do

cleared step 26
changed to another alarm step 24
did not clear step 25

Perform the correct alarm clearing procedures in this document.
For additional help, contact the next level of support.
The procedure is complete.
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CM MBsyMC
major

Alarm display

CM MS IOD Net PM CCs Lns Trks Ext APPL
MBsyMC . . . . .

Indication
Atthe MTC level of the MAP display, MBsyMC appears under the CM header
of the alarm banner. The MBsyMC indicates a major alarm for a manual busy
message controller.

Meaning
Maintenance personnel manually busy a message controller (MC).

Result

The problem does not affect subscriber service. Failure of the last MC results
in the loss of subscriber service.

Common procedures
There are no common procedures.

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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CM MBsyMC
major (continued)

Summary of Clearing a CM MBsyMC major alarm

Test affected
MC

command
passed?

+ N
Test the

associated SSC

This flowchart summarizes the
procedure.

Use the instructions that follow
this flowchart to perform the
procedure.

N N
TST Replace NT9X22 Retest SSC
command —pp card. Refer to the|—p command
passed? correct NTP. passed?
WY Y
Test the MC
again
N
TST N |Replace cards. Test MC TST
command Refer to the — command
passed? correct NTP. passed?
v — &
Return the MC N
to service Contact next
Alarm level of support
cleared? PP
: A
End
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CM MBsyMC
major (continued)

Clearing a CM MBsyMC major alarm

At the MAP terminal

1 To access the MC level of the MAP display, type
>MAPCI;MTC;CM;MC
and press the Enter key.

Example of a MAP display:
CMO
MCO MC1
mbsy
2 Record the number of the manual busy MC.
3 Consult office records or operating company personnel. Determine the

reason for the removal of the MC from service.

When you have permission, continue this procedure.
4 To test the manual busy MC, type

>TST mc_number

and press the Enter key

where
mc_number
is the number of the manual busy MC (0 or 1) that yourecorded in step
2
If the TST command Do
passed step 16
failed, and the system generatedtep 5
a card list
is other than listed here step 27
5 To access the clock level of the MAP display, type
>CLOCK

and press the Enter key.
Example of a MAP display:
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CM MBsyMC
major (continued)

TOD

MCO MC1
Link 0 . manb
Link1 . manb

SSC . oos

6 To test the manual busy SSC, type
>TST SSC ssc_number
and pressthe Enterkey.
where

ssc_number
is the SSC for the manual busy MC (0 or 1) that you recorded in step 2

If the TST command Do

passed step 9

failed, and the system generated card list generates  step 7

is other than listed here step 27
7 To replace the NT9X22 card, perform the correct card procedure in Card
Replacement Procedures. Complete the procedure and return to this point.
8 To test the manual busy SSC again, type

>TST SSC ssc_number
and press the Enter key

where
ssc_number
is the SSC for the manual busy MC (0 or 1) that you recorded in step 2
If the TST command Do
passed step 9
is other than listed here step 27
9 To quit from the clock level of the MAP display, type
>QUIT

and press the Enter key.
10 To test the manual busy MC again, type
>TST mc_number
and press the Enter key
where
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CM MBsyMC
major (continued)

11

12

13

14

15

16

mc_number

is the number of the manual busy MC (0 or 1) that you recorded in step
2

If the TST command Do

passed step 16

failed, and the system generatedtep 11

a card list

is other than listed here step 27

Record the location, description, slot number, product engineering code
(PEC), and PEC suffix of the first card on the list.

Perform the correct procedure in Card Replacement Procedures. Complete
the procedure and return to this point.

To access the MC level of the MAP display, type
>CM;MC

and press the Enter key.

To test the manual busy MC, type

>TST mc_number

and press the Enter key.

where
mc_number
is the number of the manual busy MC (0 or 1)
If the TST command Do
passed step 16
failed, and you did not replace all cards on the list step 15
failed, and you replaced all cards on the list step 27
is other than listed here step 27

Record the location, description, slot number, PEC, and PEC suffix of the next
card on the list.

Go to step 12.

To return the manual busy MC to service, type
>RTS mc_number

and press the Enter key.

where
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CM MBsyMC
major (continued)
mc_number
is the number of the manual busy MC (0 or 1)
If the RTS command Do
passed step 17
failed step 27
17 Determine if the inactive CM plane powered down.
If the inactive CM plane Do
powered down step 18
did not power down step 20

18 To test the inactive CPU, type
>CM;TST
and press the Enter key.
Example of a MAP response:

The test(s) listed below will destroy
the software load in inactive CPU:

Static RAM test
Do you want to do the test(s) anyway?

Please confirm: ("YES”, "Y”, "NO”, or "N"):

19 To confirm the command, type
>YES

and press the Enter key.
Example of a MAP response:

Maintenance action submitted.
Test passed.

If the TST command Do
passed step 20
failed step 27
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CM MBsyMC
major (continued)

20

Determine if the inactive CPU jammed.

Note: The word yes under the Jam header means that the CPU jammed.

The area is blank if the CPU did not jam.

If the inactive CPU Do
jammed step 21
did not jam step 22

At the CM reset terminal for the inactive CPU

21

To release the jam on the inactive CPU, type
>\RELEASE JAM

and press the Enter key.

RTIF response:

JAM RELEASE DONE

At the MAP terminal

22

23

Determine if the CM is in sync.

Note: A dot or EccOn under the Sync header means that the CM is in

sync. The word no means that the CM is not in sync.
Example of a MAP display:

CM Sync Act CPUO CPU1 Jam Memory CMMnt MC PMC

O nocpul . . no

If the CM Do

is in sync step 25

IS not in sync step 23

To synchronize the CM, type
>SYNC

and press the Enter key.
Example of a MAP response:

Maintenance action submitted.
Synchronization successful.

If the response

Do

indicates the SYNC command was successful

step 25
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CM MBsyMC
major (end)

24

25

26
27
28

If the response Do

indicates the CPUs are out of sync caused by a prabep 24
lem with mismatches.

Analyze the mismatch logs before you synchronize

the logs again.Do you wish to continue?

Please confirm ("YES", "Y" or "NO", "N")
(SN/SNSE Series 70 only)

is other than listed here step 27

(SN/SNSE Series 70 only)

To deny the action, type

>NO

and press the Enter key.

Go to step 27.

Determine if the MBsyMC main alarm cleared.

If the alarm Do

cleared step 28
changed to another alarm step 26
did not clear step 27

Perform the correct alarm clearing procedure in this document.
For additional help, contact the next level of support.
The procedure is complete.
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CM MC Thl
minor
Alarm display
CM MS IOD Net PM CCs Lns Trks
MC Thl
Indication
At the MTC level of the MAP display, MC Thl appears under the computing
module (CM) header of the alarm banner. The MC Tbl indicates a minor alarm
for message controller trouble.
Meaning
A minimum of one message controller (MC)
* isin-service trouble
* has a subsystem clock (SSC) fault
* has atime-of-day (TOD) clock fault
Result

The problem does not now affect subscriber service. If problems develop on
the second MC, communications with one or both message switches can end.

Common procedures
There are no common procedures.

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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CM MC Thl

minor (continued)

Summary of Clearing a CM MC Thbl minor alarm

Determine type
of fault
displayed

Y

Does either
clock have
faults?

Test clock

*N

Test affected

MC port
TST Replace cards.
command Refer to the
passed? correct NTP.
t Y
Contact next
Alarm level of support
cleared? PP

*Y

End

This flowchart summarizes the
procedure.

Use the instructions that follow
this flowchart to perform the
procedure.

command
passed?

Replace cards.
Refer to the
correct NTP.

Return clock to
service

7

DMS-100 Family NA10O Alarm Clearing and Perform. Monitoring Proc. Volume 1 of 4 LET0015 and up



3-86 Computing module alarm clearing procedures

CM MC Thl
minor (continued)

Clearing a CM MC Tbl minor alarm

At the MAP terminal

1 To access the MC level of the MAP display, type
>MAPCI;MTC;CM;MC
and press the Enter key.
Example of a MAP display:

CMO
MCO MC1
istb

2 Determine the type of fault that causes the alarm.

Note: The fault indicator appears under the MC 0 and MC 1 headers of

the MAP display. In the example in step 1, the fault indicator for MC 1 is
istb.

If the fault indicator Do

isistb step 3
is todf step 11

is sscf step 14

3 To access the port level of the MAP display, type
>PORT
and press the Enter key.
Example of a MAP display:

PORT
MCO MC1
Link 0 . oos
Link 1
4 To test the MC port that has faults, type

>TST mc_number link_number
and press the Enter key.
where

mc_number
is the number of the MC (0 or 1) that has in-service trouble

link_number
is the number of the link (0 or 1) that is out of service

Note: In the example in step 1, MC 1 has in-service trouble. In the
example in step 3, link 0 of MC 1 is out of service.
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CM MC Thl
minor (continued)

Example of a MAP response:

Maintenance action submitted.
In service port test passed.
1000 messages sent, 1000 messages received.

If the TST command Do

passed step 28

failed, and the system generatedtep 5
a card list

5 Record the location, description, slot number, product engineering code
(PEC), and PEC suffix of the first card on the list.

6 Perform the correct procedure in Card Replacement Procedures. Complete
the procedure and return to this point.

7 To access the port level of the MAP display, type
>MC;PORT
and press the Enter key.
8 To test the MC port, type
>TST mc_number link_number
and press the Enter key.

where
mc_number
is the number of the affected MC (0 or 1)
link_number
is the number of the link that was out of service (0 or 1)
If the TST command Do
passed step 28

failed, and you did not replacestep 9
all cards on the list

failed, and you replaced all cardsstep 10

on the list
9 Record the location, description, slot number, PEC, and PEC suffix of the next
card on the list.
Go to step 6.
10 Perform the procedure Clearing an MS CMIC minor alarm in this document.

Complete the procedure and return to this point.
Go to step 28.
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CM MC Thl
minor (continued)

11 To access the clock level of the MAP display, type
>CLOCK
and press the Enter key.
Example of a MAP display:

CMO0
MCO MC1
todf

TOD
MCO MC1
Link0 . flt
Link 1

SSC

12 Record the number of the MC that has the TOD fault, and the number of the
TOD clock that has faults.

Note: Inthe example in step 11, MC 1 has the TOD clock fault. The link
number of the TOD clock that has faults is 0.

13 To test the TOD clock that has faults, type
>TST TOD mc_number link_number
and press the Enter key.
where

mc_number
is the number of the MC (0 or 1) that has a TOD clock fault

link_number
is the link number (0 or 1) of the damaged TOD clock

Example of a MAP response:

Maintenance action Submitted
MC 0 TOD O test passed.

If the TST command Do

passed and alarm cleared step 42

passed and TOD status is Okstep 28
but alarm not cleared

passed but TOD status is not OK step 26
failed step 18

is other than listed here step 41
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CM MC Thl
minor (continued)

14 To access the clock level of the MAP display, type
>CLOCK
and press the Enter key.
Example of a MAP display:

TOD

MCO MC1
Link O
Link 1

SSC . fit

15 Record the number of the MC that has the SSC fault, and the number of the
SSC that has faults.

Note: Inthe example in step 14, MC 1 has the SSC fault. The number of
the SSC that has faults is 1.

16 To test the SSC that has faults, type
>TST SSC ssc_number
and press the Enter key.
where

ssc_number
is the number of the SSC that has faults (0 or 1)

Example of a MAP response:
A complete test will include temporary loss of two links.
Please Confirm ("YES”, "Y”, "NO”", or "N"):

17 To confirm the command, type
>YES
and press the Enter key.

If the TST command Do
passed step 27
failed, and the system generatedtep 18
a card list
is other than listed here step 41
18 Record the location, description, slot number, PEC, and PEC suffix of the first

card on the list.

19 Perform the correct procedure in Card Replacement Procedures. Complete
the procedure and return to this point.
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CM MC Thl
minor (continued)

20

21

22

23

To access the clock level of the MAP display, type
>MC;CLOCK

and press the Enter key.

Determine the type of cleared clock fault.

Note: A fault indicator that was todf in step 2 indicates a cleared TOD

clock fault. A fault indicator that was sscf step 2 indicates a cleared SSC
fault.

If the cleared fault Do
is todf step 22
is sscf step 23

To test the TOD clock, type

>TST TOD mc_number link_number
and press the Enter key.

where

mc_number
is the number of the affected MC (0 or 1)

link_number
is the link number of the tested TOD clock (0 or 1)

Example of a MAP response:

Maintenance action Submitted
MC 0 TOD O test passed.

If the TST command Do

passed step 26

failed, and you did not replacestep 25
all cards on the list

failed, and you replaced all cardstep 41
on the list

is other than listed here step 41

To test the SSC, type
>TST SSC ssc_number
and press the Enter key.
where

ssc_number
is the number of the tested SSC (0 or 1)
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CM MC Thl
minor (continued)

Example of a MAP response:
A complete test will include temporary loss of two links.
Please Confirm ("YES”, "Y”, "NO”", or "N"):

24 To confirm the command, type
>YES
and press the Enter key.

If the TST command Do

passed step 27

failed, and you did not replacestep 25
all cards on the list

failed, and you replaced all cardstep 41

on the list
is other than listed here step 41
25 Record the location, description, slot number, PEC, and PEC suffix of the next

card on the list.
Go to step 19.

26 To return the TOD clock to service, type
>RTS TOD mc_number link_number
and press the Enter key.

where
mc_number
is the number of the affected MC (0 or 1)
link_number
is the link number (0 or 1) of the TOD clock that you returned to service
If the RTS command Do
passed step 28
failed step 41

27 To return the SSC to service, type
>RTS SSC ssc_number
and press the Enter key.
where
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CM MC Thl
minor (continued)

ssc_number
is the number of the SSC that you returned to service (0 or 1)

If the RTS command Do
passed step 28
failed step 41

28 To access the MC level of the MAP display, type
>MC
and press the Enter key.
Example of a MAP display:

CMO0
MCO MC1
mbsy
29 Determine if the accessed MC is manual busy.
Note: If an MC is manual busy, mbsy appears under the MC 0 or MC 1
header.
If the MC Do
is mbsy step 30
is notmbsy step 31
30 To return the manual busy MC to service, type

>RTS mc_number
and press the Enter key.
where

mc_number
is the number of the manual busy MC (0 or 1)

If the RTS command Do
passed step 31
failed step 41
31 Determine if the inactive CM plane powered down.
If the inactive CM plane Do
powered down step 32
did not power down step 34
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CM MC Thl
minor (continued)

32 To test the inactive CPU, type
>CM;TST
and press the Enter key.
Example of a MAP response:

The test(s) listed below will destroy
the software load in inactive CPU:

Static RAM test
Do you want to do the test(s) anyway?
Please confirm: ("YES”, "Y”, "NO”, or "N"):

33 To confirm the command, type
>YES
and press the Enter key.
Example of a MAP response:

Maintenance action submitted.
Test passed.

If the TST command Do

passed step 34

failed step 41

is other than listed here step 41
34 Determine if the inactive CPU jammed.

Note: The word yes under the Jam header means that the CPU jammed.
The area is blank if the CPU did not jam.

If the inactive CPU Do
jammed step 35
did not jam step 36

At the CM reset terminal for the inactive CPU

35 To release the jam on the inactive CPU, type
>\RELEASE JAM
and press the Enter key.
RTIF response:
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CM MC Thl
minor (continued)

JAM RELEASE DONE

At the MAP terminal
36 Determine if the CM is in sync.

Note: A dot or EccOn under the Sync header means that the CM is in
sync. The word no means that the CM is not in sync.

If the CM Do
is in sync step 39
is not in sync step 37

37 To synchronize the CM, type
>SYNC
and press the Enter key.
Example of a MAP response:

Maintenance action submitted.
Synchronization successful.

If the response Do

indicates the SYNC command isstep 39
successful

indicates the CPUs are not irstep 38
sync as a result of a problem

with mismatches. Analyze the
mismatch logs before you syn-
chronize the logs again. Do you

wish to continue?Please Con-
firm("YES", "Y", or "NO",

"N")(SN/ SNSE series 70 only)

is other than listed here step 41

38 (SN/ SNSE series 70 only)
To deny the action, type
>NO
and press the Enter key.
Go to step 41.
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CM MC Thl
minor (end)

39

40
41
42

Determine if the MC Tbl minor alarm cleared.

If the alarm Do

cleared step 42
changed to another alarm step 40
did not clear step 41

Perform the correct alarm clearing procedure in this document.
For additional help, contact the next level of support.
The procedure is complete.
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CM MemCifg
minor

Alarm display

CM MS IOD Net PM CCs Lns Trks Ext APPL
MemCfg . . . . .

Indication
At the CM level of the MAP display, MemCfg appears under the CM header
of the alarm banner. The MemCfg indicates a minor alarm for the wrong
memory configuration.

Meaning
The computing module (CM) maintenance detects a memory card
configuration that is not correct on one of the CM planes.

Result

Mismatches can occur which result in a power failure. CM operation that is
not the same can result in a power failure.

Common procedures
There are no common procedures.

Application

The following figures illustrate the correct position of memory cards for the
SN50MX product.
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CM MemCifg
minor (continued)

Configuration of SN50MX product with two NT9X14EA 96M memory cards

FRONT VIEW

- CPUO > CPUL———
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Slot 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32
numbers

Note 1:  Slots 11-16 and 23-28 contain the mandatory minimum memory configuration,
when two NT9X14EA (96 Mbyte) cards are used.

Note 2:  Slots 07-10 and 29-32 contain optional memory extension by up to four NT9X14DB
(24 Mbyte) cards.

Configuration of SN50MX product with three NT9X14EA 96M memory cards

FRONT VIEW
- CPUO >}< CPUl—P{
29 28
C| © | ©
<:|aammmmm<<<DD<<DD<<<mmmmmaa[>
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L 222222z 2222222 2 2 22 2/ 2 2 2|LWL|LWL
Slot 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32
numbers

Note 1:  Slots 12-16 and 23-27 contain the mandatory minimum memory configuration,
when three NT9X14EA (96 Mbyte) cards are used.
Note 2:  Slots 09-11 and 28-30 contain optional memory extension by up to three NT9X14DB
(24 Mbyte) cards.
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CM MemCifg
minor (continued)

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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CM MemCifg

minor (continued)

Summary of Clearing a CM MemCfg minor alarm

This flowchart summarizes the
procedure.

Use the instructions that follow
this flowchart to perform the
procedure.

Check correct

Determine if

memory

CMis in sync configuration

i Memor _
Ma_mtenance wory Confirm
since last + configuration : :

conﬂ%uratlon
sync? performed erro

Any process
errors?

cards.

Replace or change

appropriate NTP

See

Contact next
level of support

End
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CM MemCifg

minor (continued)

Clearing a CM MemCfg minor alarm

At the MAP terminal

1

To access the memory level of the MAP display, type
>MAPCI; MTC; CM; MEMORY

and press the Enter key.

Example of SN MAP display

CM Sync Act CPUO CPU1l Jam Memory CMMnt MC PMC
0 .cpul

CMO Plane0 Planel
1 | 1
0987654321 P | P 1234567890

Determine if the CM is in sync.

Note: A dot or EccOn under the Sync header means that the CM is in
sync. The word no means that the CM is not in sync.

If the CM Do
isin SYNC step 3
is not in SYNC step 7

To check the two CM planes for wrong memory configurations, type
>QRYMEM
and press the Enter key.

Note: Responses to the QRYMEM command are for the two planes.
The following are possible responses:
e a memory configuration result (valid or invalid)
» apossible processor optionality that is not consistent or error warning
* a possible out of sync warning (for the inactive plane only)

« if the memory configuration of the plane is wrong, the system provides a
description of the wrong configuration

Example of SN MAP display
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CM MemCifg
minor (continued)

CM Sync Act CPUO CPU1l Jam Memory CMMnt MC PMC
0 No cpu0O . . MemCfg

CMO Plane0 Planel
1 1
0987654321 P | P 1234567890

MEMORY:

>QRYMEM

CPU 0 has a valid memory configuration

CPU 1 has an invalid memory configuration

WARNING: The CM is out of sync with the CPU 0 active.
The data for CPU 1 may be out of date.

Empty slots found between the outer port card

(NT9X12AC) and the first memory card. Move memory

cards so that memory grows away from the processor.

4 Check for responses to the QRYMEM command. The responses are warning
responses for processor optionality.

If the response Do

shows processor optionality inconsisterstep 5

cy
shows processor optionality error step 28
shows no warning step 5
5 Check for No Sync warning responses to the QRYMEM command as follows:
If the response Do
shows the CM is out of sync step 7
shows no warning step 6
6 Review the correct configuration responses as the table indicates.
If the response Do

is CPU 0 has an invalid memory constep 10
figuration. There are empty slots
between memory cards.
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CM MemCifg
minor (continued)

If the response Do

is CPU 0 has an invalid memory constep 11
figuration. Empty slots between the

outer port card <n> and the first
memory card.

is CPU 0 has an invalid memory constep 12
figuration. The NT9X14DB and
NTO9X14EA cards are intermixed.

is CPU 0 has an invalid memory constep 13
figuration. The block of NT9X14DB

cards are closest to the

processor.

is CPU 0 has an invalid memory constep 14
figuration. There are too many

memory type> cardspresent on CPU

<n>.

is CPU 0 has an invalid memory constep 16
figuration. There are too few <mem-

ory type> cardspresent on CPU <n>.

On the SN50MX platform, a mini-

mum memory configuration consists

of 2 NT9X14EA'sand 4
NT9X14DB's or 3 NT9X14EA's and

2 NT9X14DB's

is CPU 0 has an invalid memory constep 17
figuration. There are too many
NT9X14DB cardspresent on CPU

<n>. There should be a maximum of

<n> NT9X14DB's on a CPU plane

with <n> NT9X14EA cards

is CPU 0 has an invalid memory constep 15
figuration. There are too few <mem-
ory type> cardspresent on CPU <n>.
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CM MemCifg
minor (continued)

If the response Do

is CPU 0 has an invalid memory constep 18
figuration. There are too few
NT9X14DB memory cardspresent

on CPU <n>. There should be a min-

imum of <n> NT9X14DB on a CPU

plane with <n> NT9X14EA cards.

is No reply from request step 19
is Software difference action step 20
cancelled.

is CPU <n> has an invalid memorystep 21
configuration.The internal <compo-

nent>

inventory tables are

corrupt.

is CPU <n> has an invalid memorystep 22
configuration. The <component>
PEC <pec> is not recognized.

is CPU <n> has an invalid memorystep 23
configuration. The memory PEC

<pec> is not supported by Processor
Option.

is CPU <n> has an invalid memorystep 24
configuration. This platform does not
support mixed memory.

is no mailbox available. step 25
is both CPU's have valid configura-step 27
tion.

7 Consult office records. Determine if maintenance was on the CM from the
time the CM was last in sync. Determine if a memory configuration was
performed.

If the answer Do
is yes step 8
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CM MemCifg
minor (continued)

If the answer Do

IS no step 6

8 To configure the memory to make sure that the inactive memory configuration
data is up to date, type

>CONFIG
and press the Enter key.
Example of MAP display

WARNING:

| will now ask the mate CPU to re-configure its

memories. | will take the new configuration data and
re-build the MEMORY MAP display for the inactive CPU
memory cards. This must only be done when out of SYNC
and during a memory extension or reduction (adding or
deleting a memory card or replacing a memory card with
one of a different PEC code).

Please confirm ("YES or "Y”, "NO” or "N")

9 To confirm the command, type
>YES
and press the Enter key.
Example of MAP display

Maintenance action submitted

If the response Do
indicates the CONFIG step 3
command passed

indicates the CONFIG step 28

command failed

indicates Configure aborted.step 28
NT9X14BB

memory is incompatible with
NTO9X14EA memory
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CM MemCifg
minor (continued)

At the switch
10 Empty memory slots are between the memory cards.

Compare the design of the CPU with the diagram at the start of this
procedure. Note the differences in card positions.

To move the memory cards to fill the empty slots, perform the correct
procedure in Card Replacement Procedures. Complete the procedure and
return to this point.

Note: To achieve the desired result, move the least number of memory
cards.

Go to step 26.

11 Empty slots are between the outer port card and the first memory card. Mixed
memory on the CM must grow out from the processor with all empty slots on
the ends of each plane.

Compare the configuration of the CPU with the diagram at the start of this
procedure. Note the differences in card positions.

Move the memory cards in order to fill the empty slots. Perform the correct
procedure in Card Replacement Procedures. Complete the procedure and
return to this point.

Note: To achieve the desired result, move the least number of memory
cards.

Go to step 26.

12 The memory cards mix together. Keep the NT9X14EA and NT9X14DB cards
as continuous sets. Keep the NT9X14EA set nearest to the processor,
followed by the NT9X14DB set.

Compare the configuration of the CPU with the diagram at the start of this
procedure. Note the differences in card positions.

Move the memory cards so that they do not mix together and the NTOX14EA
cards are nearest to the processor. Perform the correct procedure in Card
Replacement Procedures. Complete the procedure and return to this point.

Note: Empty slots should not be present between the memory cards.
Go to step 26.

13 The NT9X14DB cards are nearest to the processor. Keep the NTOX14EA
and NT9X14DB cards as continuous sets. Keep the NT9X14EA set nearest
to the processor, followed by the NT9X14DB set.

Compare the configuration of the CPU with the diagram at the start of this
procedure. Note the differences in card positions.

Move the memory cards so that the NT9X14EA cards are nearest to the
processor. Perform the correct procedure in Card Replacement Procedures.
Complete the procedure and return to this point.

Note: Empty slots should not be present between the memory cards.
Go to step 26.
14 Too many memory cards of a given memory type are on the plane.
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CM MemCifg
minor (continued)

15

16

17

18

19

20

21

Reduce number of memory cards of an indicated type to equal or be less than
the indicated limit. Perform the correct procedure in Card Replacement
Procedures. Complete the procedure and return to this point.

Go to step 26.
Not enough memory cards of a given type are on the plane.

Decrease the number of NT9X14DB cards on the plane to equal or be greater
than the indicated limit. Perform the the correct procedure in Card
Replacement Procedures. Complete the procedure and return to this point.

Go to step 26.

Not enough memory cards of a given type are on the plane. On the SN50MX
platform, a minimum memory configuration has two NT9X14EA cards and
four NT9X14DB cards. A minimum memory configuration also can have
three NTOX14EA cards and two NT9X14DB cards.

Compare the configuration of the CPU with the diagram at the start of this
procedure. Note the differences in card positions.

Increase the number of memory cards of the indicated type in order to
conform to a supported configuration. Perform the correct procedure in Card
Replacement Procedures. Complete the procedure and return to this point.

Note: This response is for the SN50MX platform.
Go to step 26.

Too many NT9X14DB cards are on the plane. A maximum number of
NT9X14DB cards is on a CPU plane with a given number of NTOX14EA
cards.

Compare the configuration of the CPU with the diagram at the start of this
procedure. Note the differences in card positions.

Reduce the number of memory cards of an indicated type in order to equal or
be less than the indicated limit. Perform the correct procedure in Card
Replacement Procedures. Complete the procedure and return to this point.

Go to step 26.

Not enough NT9X14DB cards are on the plane. A minimum number of both
NT9X14DB cards are on a CPU plane with a given number of NTOX14EA
cards.

Compare the configuration of the CPU with the diagram at the start of this
procedure. Note the differences in card positions.

Increase the number of NT9X14DB cards on the plane in order to equal or
be less than the indicated limit. Perform the correct procedure in Card
Replacement Procedures. Complete the procedure and return to this point.

Go to step 26.

The QRYMEM command expired and cancelled.
Go to step 28.

Software is not compatible - action cancelled.

Go to step 28.

The internal CPU or memory tables have defects.
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CM MemCifg
minor (continued)

Go to step 28.

22 The QRYMEM command found a PEC code that the command does not
recognize in the internal software inventory tables.
If the information is correct, and the PEC described is present on the
indicated plane, remove the card from the shelf. To replace the card with the
correct card, perform the correct procedure in Card Replacement
Procedures. Complete the procedure and return to this point.
Go to step 26.

23 The QRYMEM command found a memory card that the current configuration
does not support.
Remove the card from the shelf. To replace the card with the correct card,
perform the correct procedure in Card Replacement Procedures. Complete
the procedure and return to this point.
Go to step 26.

24 The QRYMEM command found multiple memory types on a platform that
does not support mixed memory.
To configure the memory design again with a single memory type, add or
replace cards. Perform the correct card procedure in Card Replacement
Procedures. Complete the procedure and return to this point.
Go to step 26.

25 An internal software error occurred.
Go to step 28.

At the MAP display

26 To check both CM planes for wrong memory configurations, type

>QRYMEM
and press the Enter key.
Example of SN MAP display

CM Sync Act CPUO CPU1 Jam Memory CMMnt MC PMC
0 cpuO

CMO Plane0 Planel
1 1
0987654321 P | P 1234567890

MEMORY:

>QRYMEM

CPU 0 has a valid memory configuration
CPU 1 has an valid memory configuration
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CM MemCifg
minor (end)
27 Determine if the CM MemCfg minor alarm cleared.
If the alarm Do
cleared> step 29
did not clear step 28
is other than listed here step 28
28 For additional help, contact the next level of support.
29 The procedure is complete.
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CM MemCor
major

Alarm display

Indication

Meaning

Result

CM MS IOD Net PM CCs Lns Trks Ext APPL
MemcCor
M

At the MTC level of the MAP display, MemCor appears under the CM header
of the alarm banner. The MemCor indicates a major alarm with an adjustable
memory fault.

A high number of adjustable memory faults occurred in a given time for a
given memory module, memory card, or surface. You can expect a fixed rate
of adjustable memory faults in normal switch operation. Excess of this rate
causes MemCor to initiate. The excess is an indication of a damaged module,
card, or surface.

The mismatch handler isolated the hardware element with the fault. The
mismatch handler also synchronized the switch again. The card(s) affected
appear at the memory level of the MAP display with a mark of IsTh. The
problem does not affect switch operation. The purpose of the alarm is to
indicate that the hardware is the cause of a high number of mismatches. The
alarm indicates that the hardware requires replacement.

Common procedures

Action

There are no common procedures.

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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CM MemCor
major (continued)

Summary of Clearing a CM MemCor major alarm

Obtain a copy
of the MFC111

log

Suspect
module?

Suspect
card?

Replace card
that contains
module

procedure.

procedure.

This flowchart summarizes the

Use the instructions that follow
this flowchart to perform the

—

Replace suspect
card

Suspect plane

Y

Replace CPU
and terminator
card on plane

Contact next
level of support

Y

Perform
SWAPHW
command

v

Perform
CLRALARM
command

\

End
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CM MemCor
major (continued)

Clearing a CM MemCor major alarm

At the current location

1 Obtain a duplicate of the MFC111 log report generated at the same time as
the MemCor alarm. Refer to Log Report Reference Manual for a description
of this log.

2 Identify the value of the field <threshold_type>. This field has the value
“module”, “card"”, or “plane". The field indicates the suspect hardware
element.

If the MFC111 log Do
indicates a suspect module step 3
indicates a suspect card step 5
indicates a suspect plane step 10

Note: A card has three memory modules. A memory module is on a card.
A suspect memory module requires replacement of the card.

3 Consult the log report. Identify the type and location of the card that requires
replacement. The card is an NT9X14DB or NT9X14EA.

4 Go to step 6.

5 Consult the log report. Identify the type and location of the card that requires
replacement. The card is an NT9X14DB or NT9X14EA.

6 Refer to the correct procedure in Card Replacement Procedures and replace

the card in question.
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CM MemCor
major (continued)

At the MAP display
7

CAUTION

Keeping the mismatch database up to date.
Keep the mismatch database up to date. Make sure that you
inform the database of card changes through the SWAPHWV
command. If you do not keep the database up to date, the
mismatch software cannot diagnose later mismatches
correctly.

To notify the maintenance software system of the card replacement, type
>SWAPHW SLOT <shelf> <slot> <side>

and press the Enter key

where

shelf
is the shelf number of the replaced card

slot
is the slot number of the replaced card

side
is the side number of the replaced card

Example of a MAP response:

WARNING: You have indicated that the following circuit
pack has been replaced. Please verify that the
following list accurately reflects the
location of the replaced circuit pack, and
that the displayed PEC code matches the pack
currently equipped in that slot:

Site FIr RPos Bay_id shf Description Slot EQPEC

<site><flr><rpos><bay> <shf> <desc> <slot> <pec> <side>

Do you wish to continue?
Please confirm ("YES”, "Y”, "NO”, "N"):

8 To confirm, type
>YES
and press the Enter key.
Example of a MAP response:

Card replacement has been recorded.

9 Go to step 14.
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CM MemCor
major (continued)

10 Identify from the log report the suspect plane.

Note: As a first attempt to fix the plane that has faults, replace the CPU
card (NT9X10 or NT9X13). Also replace the terminator card (NT9X21).

Refer to the correct procedures in Card Replacement Procedures. Replace
the CPU and the terminator cards on the plane in question.

11 Notify the next level of support that a MemCor alarm occurred for a plane. If
you replaced the terminator and CPU cards on this plane, the next level of
support can investigate the problem.

At the MAP
12

CAUTION

Keeping the mismatch database up to date.
Keep the mismatch database up to date. Inform the database
of card changes through the SWAPHW command. If you do
not keep the database up to date, the mismatch software
cannot diagnose later mismatches correctly.

To notify the maintenance software system of the card replacement, type
>SWAPHW plane

andpressthe Enterkey.

Example of a MAP response:

WARNING: All "Memory Fault, Correctable” history will
be deleted during the next manual sync
attempt. The PLANE option of this command
should be used only during manual recovery
from a MFC Plane threshold being exceeded.

13 To confirm, type
>YES
and press the Enter key.
14 To begin to clear the MemCor alarm, type
>CLRALARM MemCor
and press the Enter key.
Example of a MAP display:

The MemCor alarm will be cleared.
Do you wish to continue?

Please confirm ("YES”, "Y”, "NO”,
"N"):
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CM MemCor
major (end)

15 To clear the MemCor alarm, type
>Y
and press the Enter key.
Example of a MAP display:

The MemCor alarm has been cleared.

Note: A generated CM176 log indicates that the alarm cleared
16 The procedure is complete.
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CM MemCor
minor
Alarm display
CM MS 10D Net PM CCSs Lns Trks Ext APPL
MemCor . . . . . .
Indication

At the MTC level of the MAP display, MemCor appears under the computing
module (CM) header of the alarm banner. The MemCor indicates an
adjustable minor alarm for the memory fault.

Meaning
A correctable memory fault occurred. The switch attempts to correct the fault.
Correction of the fault clears the alarm. A memory fault alarm occurs if the
fault remains.

Result

The problem does not affect subscriber service.

Common procedures
There are no common procedures.

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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CM MemCor
minor (continued)

Summary of Clearing a CM MemCor minor alarm

Access the This flowchart summarizes the
MTC level of procedure.
the MAP display

Use the instructions that follow
this flowchart to perform the
Perform procedure.

Changed
to another

appropriate alarm
clearing procedure

alarm?

Alarm
cleared?

N Contact next level
of support

End
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CM MemcCor
minor (end)

Clearing a CM MemCor minor alarm

At the MAP terminal

1

To access the MTC level of the MAP display, type
>MAPCI;MTC

and press the Enter key.

Example of a MAP display:

MAPCI:
MTC:

Wait for the MemCor minor alarm to clear.

If the alarm Do

clears step 6
does not clear within 6 h step 4
changes to another alarm step 3

Perform the correct CM alarm clearing procedure in this document.

The system failed to clear the memory faults. Obtain copies of the associated
CM and MM log reports.

For additional help, contact the next level of support.
The procedure is complete.
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CM MemFIt

minor

Alarm display

Indication

Meaning

Result

CM MS IOD Net PM CCs Lns Trks Ext APPL
MemFlt

At the MTC level of the MAP display, MemFIt appears under the computing
module (CM) header of the alarm banner. MemFlt indicates a correctable
major alarm for the memory fault.

In a given time, a memory module, memory card, or plane has correctable
memory faults which exceed a fixed number. You can expect a fixed rate of
correctable memory faults in normal switch operation. If the number of faults
exceeds the fixed rate of faults, MemFIt appears. The exceeded rate is also an
indication of a module, card, or plane that has faults.

The mismatch handler isolated the hardware element that has faults and
synchronized the switch again. The card(s) affected are marked FLT at the
memory level of the MAP display. The problem does not affect switch
operation. The alarm indicates that the hardware is the cause of a high number
of mismatches. The alarm also indicates the hardware requires replacement.

Common procedures

Action

There are no common procedures.

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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CM MemFlt
minor (continued)

Summary of Clearing a CM MemFIt minor alarm

This flowchart summarizes the
procedure.

Use the instructions in the
procedure that follows this

Obtain a copy flowchart to perform the
of the MFC111 procedure.
log

Suspect
module?

Replace card
that contains ——>
module

Suspect
card

Replace
suspect card ——

Suspect plane

Y Y

Replace CPU Contact next Perform
and terminator = level of support — SWAPHW
card on plane command
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CM MemFIt

minor (continued)

Clearing a CM MemFIt minor alarm

At your current location

1

Obtain a duplicate of the MFC111 log report generated when the MemFIt
alarm occurred. Refer to Log Report Reference Manual for a description of
this log.

In the MFC111 log, identify the value of the field <threshold_type>. This field
has the value “module”, “card", or “plane" and indicates the suspect hardware
elements.

If the MFC111 log Do

indicates a suspect module step 3
indicates a suspect card step 5
indicates a suspect plane step 10

Note: Three memory modules are on a card. A suspect memory module
indicates that the card requires replacement.

Identify from the log report the type and location of the card that requires
replacement. The card is an NT9X14DB or NT9X14EA.

Go to step 6.

Identify from the log report the type and location of the card that requires
replacement. The card is an NT9X14DB or NT9X14EA.

Refer to the correct procedure in Card Replacement Procedures. Replace
the suspect card.

If Do

The SWAPHW command hasstep 7
not been performed

The SWAPHW command hasstep 14
already been performed
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CM MemFlt
minor (continued)

At the MAP display
7

WARNING

Keep the mismatch database up to date.
Keep the mismatch database up to date. Make sure that
inform the database of card changes through the SWAPH
command. Make sure the database is up to date so the
mismatch software can diagnose later mismatches.

ou
W

To notify the maintenance software system of the card replacement, type
>SWAPHW CARD <shelf> <slot> <side>

and press the Enter key.

where

shelf
is the shelf number of the card that you replaced

slot
is the slot number of the card that you replaced

side
is the side number of the card that you replaced

Example of a MAP response:

WARNING: You have indicated that the following circuit
pack has been replaced. Please verify that the
following list accurately reflects the
location of the replaced circuit pack, and
that the displayed PEC code matches the pack
currently equipped in that slot:

Site FlIr RPos Bay_id shf Description Slot EQPEC

<site><flr><rpos><bay> <shf> <desc> <slot> <pec> <side>

Do you wish to continue?
Please confirm ("YES”, "Y”, "NO”, "N"):

8 To confirm, type
>YES
and press the Enter key.
Example of a MAP response:

Card replacement has been recorded.

9 Go to step 14
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CM MemFIt
minor (end)

10 Identify the suspect plane from the log report.

Note: As a first attempt to fix the plane that has faults, replace the CPU
card (NT9X10 or NT9X13) and the terminator card (NT9X21).

Refer to the correct procedures in Card Replacement Procedures Replace
the CPU and the terminator cards on the suspect plane.

11 Notify the next level of support that a MemFlIt alarm occurred for the plane. A
recent replacement of the terminator and CPU cards means that the next
level of support can investigate the problem.

At the MAP

12

WARNING

Keep the mismatch database up to date.
Keep the mismatch database up to date. Make sure that you
inform the database of card changes through the SWAPHW
command. Make sure the database is up to date so the
mismatch software can diagnose later mismatches.

To notify the maintenance software system of the card replacement, type
>SWAPHW plane

and press the Enter key.

Example of a MAP response:

WARNING: All "Memory Fault, Correctable” history will
be deleted during the next manual sync
attempt. The PLANE option of this command
should be used only during manual recovery
from a MFC Plane threshold being exceeded.

13 To confirm, type
>YES
and press the Enter key.

14 You have completed the procedure.
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CM MemLim
minor

Alarm display

CM MS IOD Net PM CCs Lns Trks Ext APPL
MemLim . . . . . .
M

Indication
At the CMMNT level of the MAP display, MemLim appears under the
computing module (CM) header of the alarm banner. The MemLim indicates
a minor alarm for the memory limit.

Meaning
The memory allocation to the operating system reached approximately 90% of
the limit for the given platform.

Result

Problems with operations can be present.

Common procedures
There are no common procedures.

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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CM MemLim
minor (continued)

Summary of Clearing a CM MemLim minor alarm

Obtain CM

logs
Y

Contact next
level of support

\

End

This flowchart summarizes the
procedure.

Use the instructions that follow
this flowchart to perform the
procedure.
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CM MemLim
minor (end)

Clearing a CM MemLim minor alarm

At the MAP display

1 Obtain all recent CM logs.

2 For additional help, contact the next level of support.
3 The procedure is complete
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CM MMnoSy
major
Alarm display
CM MS IOD Net PM CCS Lns Trks Ext APPL
MMnoSY
*M*
Indication
At the CM level of the MAP display, MMnoSy appears under the CM header
of the alarm banner. The MMnoSy indicates that the switch is out of
synchronization because of a mismatch.
Meaning
The switch is out of sync as a result of one of the four following conditions:
* The mismatch handler finds a hard fault. The system does not attempt to
synchronize again and produces log MM111.
» System recovery does not occur for one of the following reasons:
— mate under test
— synchronization lost during test
— mismatch threshold exceeded
— active CPU cannot stop activity
— software error
» An attempt at system recovery failed.
* Some external condition caused the loss of synchronization. Examples of
external conditions are:
— power supply problems, such as an unexpected loss of A-feed power or
B-feed power
— static discharge
The two CPUs of the computing module (CM) normally operate in the
synchronous matched mode (in-synchronization). The out-of-sync condition
indicates that manual recovery may be required.
Impact

Subscriber service is not affected. In most cases, the mismatch handler is able
to clear the fault automatically and recover full functionality of the faulty CPU.
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CM MMnoSy
major (continued)

In some cases, the cause of the fault is not known and analysis of associated
log reports is required to determine the cause.

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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CM MMnoSy
major (continued)

Summary of Clearing a CM MMnoSy major alarm

Cause of the
alarm
known?

*Y

Clear alarm using
CLRALARM

command

Alarm
cleared?

Review MM

logs
Y

This flowchart summarizes the
procedure.

Use the instructions in the
procedure that follows this
flowchart to perform the
procedure.

\4

MM111log \N
generated?

Contact next
level of support

*Y
Replace card
identified in
MM111 log

Y

Synchronize
the CM

Record card
replacement

N4

Y

Clear alarm using
CLRALARM

command

Alarm
cleared?

Synchronize
the CM

N/

End
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CM MMnoSy
major (continued)

Clearing a CM MMnoSy major alarm,

DANGER

Possible compromise of system integrity

Synchronization was dropped due to a mismatch event.
Analyze mismatch logs properly, and take all appropriate
recovery actions before continuing with the
synchronization attempt. Attempts to regain
synchronization when unresolved mismatch-causing
conditions exist can compromise system integrity.

At the MAP terminal

1 To access the CM level of the MAP display, type
>MAPCI;MTC;CM
and press the Enter key.
Example of MAP display:

CM Sync Act CPUO CPU1 Jam Memory CMMnt MC PMC

0 no CPU1L
2 Determine the cause of the alarm.
If the cause of the alarm Do
is known step 16
is not known step 3
3 Check for the type of MM log and recovery log produced after the mismatch
occurred.
If the logs Do

produced are MM100 and MM111 step 4

produced are MM100 and MM112 step 19
produced are MM100 and MM113 step 19
produced are MM102 and MM111 step 23

4 Review the MM100 fault and MM111 recovery logs for results of the mismatch
analysis.

Example of an MM100 log report
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CM MMnoSy
major (continued)

MM100 Mismatch Feb14 03:44:36.673
Mismatch number 17, Activity: Start: CPU 0, Final: CPU 0,
Mismatch result: No hardware fault found
Mismatch condition: Mismatch during sync transition
System recovery action: Test mate, re-sync undertaken

CPUO CPU1
Data is valid Data is valid

Module Entry: IOABP SSTI: #052F CMCHKPR SSTI: #022B

AHR Value: 0B0107A4 01471240

AHR Data: A5A5A5A5 534C5F43

MAU AHR:  000EO07AO0 000E0240

MCR : 00000000 00000000
Not Found Owner #1C23,#0000: Module SOVFG DSPROT

AO—A6 (00042A00,01471244) (000429C0,00044570) (FFFF0000,00DB2D34)
(00042B64,016CC9D8) (01F9E658,016CEOES) (00042A20,01D1E524)

(000300C0,0147FFFE)

DO0-D7 (000000AD,9D8241CB) (00030100,0147036E) (00000007,534C5F43)

(0000276C,01470000) (78FOFFF4,00000000) (00030100,00000000)

(0000000C,00000000) (FFFF0000,FFFF0000)

PC: (0B011254,0B1921EC) USP: (035478C4,01D1E508) SR: (2410,000A)
ISP: (00042A18,00042B6C) MSP: (0040E7D0,0040E7D0) ICache:(0001,0001)

FIR: (0001,0000) MM_Ctrl:(086C,081C) Timer: (3c2B,5967)
MAU_ctrl: (O0AD,00AD) MAU_err:(0080,0080) Clk_stat: (0006,0004)
FC: (0006,0001) IRM: (0000,0000) ProcStat: (2A00,2E00)
SRam_Err: (FFCO,FFCO) PerInt:(0055,0055) Acc Prot: (OOCF,00CF)
Mate_FIR: (0000,0001) MateFIR_OK: (y,y) = MCR_STAT: (0,0
User Stack Dump Interrupt Stack Dump

FFFFO000 0B1953B2 0B0107A6 FDFDFDFD

019E0000 000101F6 0004000C FDFDFDFD

01050002 00003C00 00042B20 FDFDFDFD

00010000 00000400 0D752322 FDFDFDFD

00000007 01471000 00000000 FDFDFDFD

0050EB58 00690000 000002B0 FDFDFDFD

MTC Info:

020C1550 000D0550

001010D0 00000000

20000000 00000000

00010000 00000000

00000000 00000000

00000000 00000000

Example of an MM100 log report (continued)
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CM MMnoSy
major (continued)

Traceback:
0B011254=SYSDEFS.FM07:DISABLE_+#0000
0B1921EC=CMMEMORY.AG04:CHECKSUM+#0008
0D752322=TRAPDEFS.FJ03:TRAPHAND+#0162
0B1A2282=CMMEMORY.AG04:SET_CHEC+#013E
0B016C7E=INTSYS.BWO04:FIR_INTE+#00D6
0B19525C=CMMEMORY.AG04:DO_CHECKS+#0098
0B049B3C=MODULES.DPO2:INITIALIZ+#0014
0B323876=CMCHKPR.AQ01:CHECKSUM+#00FA
0B03D78Eis valtxt=PROCS.EY01:LIVEANDD+#0012
0B049B3C=MODULES.DPO2:INITIALIZ+#0014

0B03D78E=PROCS.EYO1:LIVEANDD+#0012

Example of an MM111 recovery log report

MM111 SEP15 07:09:10 4400 INFO MM RECOVERY
Mismatch 9, CM 0, Faulty CPU 1

System recovery complete: CPUs out-of-SYNC

Manual action required to resynchronize the CPUs

Suspect:

Site FIr RPos Bay-id Shf Description Slot EqPEC

HOST 02 AO02 DPCC:00 13 CPU: 00:1:0 20 9X13BC FRNT
HOST 02 A02 DPCC:00 13 CPU: 00:1:0 19 9X13BC FRNT

If the recovery action Do

is system recovery completestep 5
CPUs out of SYNC

anything else step 25

5 Record the location, description, slot number, shelf number, product
engineering code (PEC), and PEC suffix, of the first card on the list.

6 Perform the correct procedure in Card Replacement procedures. Complete
the procedure and go to step 10.

7 Determine if all cards listed in the MM111 log have been replaced.

If all cards on the list have Do

been replaced step 25

not been replaced step 8

8 Record the location, description, slot number, shelf number, and product
engineering code (PEC), including the suffix, of the next card on the list.

9 Perform the correct procedure in Card Replacement procedures. \When you
have completed the procedure, go to step 10.
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CM MMnoSy
major (continued)

10 Choose the next step based on the type of CM that you are working on.
If you are working on Do
an SR70 CM step 13
anything else step 11

11 To record the card change in the mismatch history database, type

>SWAPHW CARD shelf_no slot_no side_no
and press the Enter key.
where

shelf_no
is the number of the shelf (0 or 1)

slot_no
is the number of the slot (1 to 38)

side_no
is the side of the computing module (front or back)

Example of MAP response:

WARNING: You have indicated that the following circuit
pack has been replaced. Please verify that this

accurately reflects which circuit pack has been changed,
and that the displayed PEC code matches what is currently
equipped in that slot:

Site FIr RPOs Shf Description Slot EQPEC
HOST 00 A00 DPCCO 18 CM0;0;0 19 9X13BC

Do you wish to continue?
Please confirm (“YES”, “Y”, “NO” “N"): YES

(“YES”, “Y") if the displayed card = replaced card

12 To confirm the command, type

>YES

and press the Enter key.
13 To clear the MMnoSy alarm, type

>CLRALARM MMNOSY

and press the Enter key.

Example of MAP response:

The MMnoSy alarm will be cleared.

Do you wish to continue?
Please confirm (“YES”, “Y”, “NO” “N)
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CM MMnoSy
major (continued)

14 To confirm the command, type
>YES
and press the Enter key.
Example of MAP response:

The MMnoSync alarm has been cleared

If the system Do
confirms the command step 15

does not confirm the command  step 25

15 Synchronize the CM by typing
>SYNC
and pressing the Enter key.
Example of a MAP response:

The following cards have been reported as being replaced
since the last drop of synchronization. Verify that

these cards truly reflect all hardware which has been
replaced before before continuing with the
synchronization attempt.

PLANE replacement has NOT been recorded.

Site FIr RPos Bay-id Shf Description Slot EQPEC

HOST 01 F02 DPCC:00 00 CPU :00:0:0 19 9X10AA FRNT
HOST 01 F02 DPCC:00 01 PMCO00:00:0:1 18 9X12AD FRNT
Please confirm (“YES”, “Y”, “NO” “N")

If the response indicates Do

synchronization was successful  step 26
anything else step 7

16 To clear the MMnoSy alarm, type
>CLRALARM MMNOSY
and press the Enter key.
Example of MAP response:

The MMnoSy alarm will be cleared.

Do you wish to continue?

Please confirm (“YES”, “Y”, “NO” “N)
17 To confirm the command, type

>YES
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CM MMnoSy
major (continued)

and press the Enter key.
Example of MAP response:

The MMnoSync alarm has been cleared

If the system Do

confirms the command step 18

does not confirm the command  step 25

18 Synchronize the CM by typing
>SYNC
and pressing the Enter key.
Example of a MAP response:

The following cards have been reported as being replaced
since the last drop of synchronization. Verify that

these cards truly reflect all hardware which has been
replaced before before continuing with the
synchronization attempt.

PLANE replacement has NOT been recorded.

Site FIr RPos Bay-id Shf Description Slot EQPEC

HOST 01 F02 DPCC:00 00 CPU :00:0:0 19 9X10AA FRNT
HOST 01 F02 DPCC:00 01 PMCO00:00:0:1 18 9X12AD FRNT
Please confirm (“YES”, “Y”, “NO” “N")

If the response indicates Do

synchronization was successful  step 26

anything else step 25

19 To retrieve the MM112 and MM113 mismatch logs, type
>LOGUTIL
and press the Enter key.

20 Print all MM logs.

If the software load is Do
BCS34 or earlier step 22
BCS35 or later step 21
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CM MMnoSy
major (end)

21 Retrieve the MMINFO associated with the MM logs by typing
>MMINFO ALL DECODE
and pressing the Enter key.
Go to step 24.
22 Print all MMINFO logs.
Go to step 24.

23 The MMnoSy alarm is associated with matcher transient mismatches. Print
all MM logs.

24 Send all log reports to the next level of support and proceed as directed.

25 For additional help, contact the next level of support.

26 The procedure is complete.
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CM MMsync
major

Alarm display

CM MS IOD Net PM CCS Lns Trks Ext APPL
MMSync
M

Indication

Atthe MTC level of the MAP display, MMSync appears under the CM header
of the alarm banner. The MMSync indicates a major alarm for a fault
mismatch.

Meaning

A fault mismatch occurred. An adjustable memory fault did not occur.
Synchronization of the switch occurred again. In most occurrences, a
hardware fault causes the mismatch. The next level of support must analyze
the mismatch history.

A Series 60 burst mode write operation can cause a type of mismatch referred
to as a matcher transient mismatch (MTM). The MMsync alarm threshold for
MTMs is different than the threshold for other types of mismatches. For
MTMs, the default threshold is 30 per da8y. This threshold can be reset to any
value in the range of 10 to 50 using the MMSYNC SET command.

Result

The problem does not affect switch operation. The switch continues to operate
in the synchronous mode.

Common procedures
There are no common procedures.

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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CM MMsync
major (continued)

Summary of Clearing a CM MMsync major alarm

Refer msmtch This flowchart summarizes the
log to next procedure.

level of support _ )
Use the instructions that follow

* this flowchart to perform the
procedure.

Clear the

alarm

End
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CM MMsync
major (end)

Clearing a CM MMsync major alarm

At your current location

1 Notify the next level of support to perform direction analysis on the mismatch
logs.

At the MAP display

2 To access the CM level of the MAP display, type

>MAPCI;MTC;CM
and press the Enter key.

Example of MAP display:
CM Sync Act CPUO CPU1 Jam Memory CMMnt MC PMC
0 no CPU1 . S

3 To begin to clear the MMsync alarm, type

>CLRALARM MMsync
and press the Enter key.
Example of a MAP display:

The MMsync alarm will be cleared.
Do you wish to continue?
Please confirm ("YES”, "Y”, "NO”,
"N"):

4 To clear the MMsync alarm, type
>Y
and press the Enter key.
Example of a MAP display:

The MMsync alarm has been cleared.

Note: A generated CM176 log indicates that the alarm cleared.
5 The procedure is complete.
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CM NoBrst
minor
Alarm display
CM MS 10D Net PM CCSs Lns Trks Ext APPL
NoBrst . . . . . . .
Indication

At the MTC level of the MAP display, NoBrst appears under the computing
module (CM) header of the alarm banner. Atthe CM level of the MAP display,
noB appears in status fields for both central processing units (CPUS).

Meaning
The system disabled burst mode operation.

This alarm occurs for one of the following reasons:

» Synchronization of the (CM). The system always disables burst mode
during the part of synchronization when the CM operates in memory
update mode

» Synchronization of the CM by the command SYNC NOBURST

» Synchronization of the CM with the burst mode enabled on the active CPU.
The CM does not have support on the inactive CPU

Note: The system may raise a NoBrst alarm during a recovery of a
mismatch or a memory fault correctable (MFC) mismatch. The alarm clears
when the recovery completes. Do not take action unless the alarm remains
set after the recovery is complete.

Result
During periods of high call processing activity, call-start failures can occur.

Common procedures
There are no common procedures.

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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CM NoBrst
minor (continued)

Summary of Clearing a CM NoBrst mnor alarm

Determine if CM
is synchronizing

Y

Wait until
synchronization
completes

Alarm
cleared?

Drop
synchronization and
synchronize again

Alarm
cleared?

Record CM memory
and processor card
configuration

v Y

Contact next End
level of support

This flowchart summarizes the
procedure.

Use the instructions that follow
this flowchart to perform the
procedure.
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CM NoBrst
minor (continued)

Clearing a CM NoBrst minor alarm

At the MAP terminal

1 To access the CM level of the MAP display, type
>MAPCI;MTC;CM
and press the Enter key.
Example of a MAP display:

CM Sync Act CPUO CPU1 Jam Memory CMMnt MC PMC
O nocpul ut . yes S
2 Determine if the CM is in synchronization .

If the CM is in synchronization, the following status indicators appear in the
alarm banner. The status indicators disappear as synchronization
progresses:

e under test (ut) under the CPUOQ or CPU1 header
e InStp under the CM header
* utunder the Memory header

If the CM Do
is synchronizing step 3
is not synchronizing step 5
3 Wait until synchronization is complete. Determine if synchronization was
successful.

Note: If synchronization is complete, a dot or EccOn appears under the
Sync header. The response synchronization successful appears on the
right of the command menu.

If the response Do

indicates synchronization wasstep 4
successful

indicates synchronization failed step 18

is other than listed here step 18
4 Determine if the CM NoBrst minor alarm cleared.

If the alarm Do

cleared step 19

did not clear step 6
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CM NoBrst
minor (continued)

5 Determine if the CPUs are in sync.

Note: A dot or EccOn under the Sync header means that the CPUs are in
sync. The word no means that the CPUs are not in sync.

Example of a MAP display:

CM Sync Act CPUO CPU1 Jam Memory CMMnt MC PMC
0O . cpul noB noByes .

If the CPUs Do

are in sync step 6

are not in sync step 13
6 Determine if the inactive CPU jammed.

Note: The word yes under the Jam header means that the CPU jammed.
The area is blank if the CPU did not jam.

If the inactive CPU Do
jammed step 9
did not jam step 7

At the CM reset terminal for the inactive CPU

7
WARNING
Possible loss of service
Make sure that you do not jam the active CPU. If you jam
the active CPU while the CM is not in sync, a cold restart
occurs. The word Act on the top banner of the display
identifies the reset terminal for the active CPU.
To jam the inactive CPU, type
>\JAM
and press the Enter key.
RTIF response:
PLEASE CONFIRM: (YES/NO)
8 To confirm the command, type

>YES
and press the Enter key.
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CM NoBrst
minor (continued)
RTIF response:
JAM DONE
At the MAP display
9 To drop synchronization, type
>DPSYNC

and press the Enter key.

If the response Do

is About to drop sync with CPU nstep 10
active. The

inactive CPU is JAMMED.

Do you want to continue.

Please confirm ("YES", "Y", "NO",

or "N"):

is other than listed here step 18

10 To confirm the command, type
>YES
and press the Enter key.
Example of a MAP response:

Maintenance action submitted.
Running in simplex mode with active CPU n.

At the CM reset terminal for the inactive CPU
11 Wait until Al flashes on the reset terminal for the inactive CPU.
Note: Wait 5 min for Al to flash.

If A1 Do

flashes step 12

does not flash step 18
12 To release the jam on the inactive CPU, type

>\RELEASE JAM
and press the Enter key.
RTIF response:

RELEASE JAM DONE.
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CM NoBrst

minor (continued)
13
14
15
16

To synchronize the CM, type
>SYNC

and press the Enter key.
Example of a MAP response:

Maintenance action submitted.
Synchronization successful.

If the response Do

indicates the SYNC command wastep 15
successful

indicates the CPUs are not in sync asstep 14
result of a problem with mismatches.
Analyze the mismatch logs before you
synchronize the logs again.

Do you wish to continue?

Please Confirm ("YES", "Y", or "NO",

"N"

(SN/ SNSE series 70 only)

is other than listed here step 18

(SN/ SNSE series 70 only)

To deny the action, type

>NO

and press the Enter key.

Go to stepl8.

Determine if the CM NoBrst minor alarm cleared.

If the alarm Do
cleared step 19
did not clear step 16

Record the product engineering code (PEC) suffixes of the memaory cards on
both CM planes.

Note 1: For DMS SuperNode, memory cards have an NT9X14 PEC.
These memory cards are in slots 7F to 16F in CM 0 and slots 23F to 32F
in CM 1.

Note 2: For DMS SuperNode SE, memory cards have an NT9X14 PEC.
These memory cards are in slots 12F to 16F in CM 0 and slots 23F to 27F
in CM 1.
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CM NoBrst
minor (end)

Note 3: Locate the PEC and suffix at the top of the card faceplate.
17 Record the release code of the processor cards in both CM planes.

Note 1: Processor cards have an NT9X10 PEC. These processor cards
are in slot 19F in CM 0 and slot 20F in CM 1.

Note 2: Locate the release code on the bottom of the card faceplate.
18 For additional help, contact the next level of support.
19 The procedure is complete.
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CM NoOwvr
minor

Alarm display

CM MS IOD Net PM CCs Lns Trks Ext APPL
NoOvr . . . . .

Indication

At the MTC level of the MAP display, NoOvr appears under the computing
module (CM) header of the alarm banner. The NoOvr indicates a no
handshake-override minor alarm.

Meaning
The switch runs in sync without handshake-override capability.

Result

The central processing unit (CPU) runs 3% to 5% slower. A minor effect on
call processing can occur during a period of high traffic.

Common procedures
There are no common procedures.

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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CM NoOvr
minor (continued)

Summary of Clearing a CM NoOvr minor alarm

This flowchart summarizes the

Jam inactive procedure.

CPU and drop

synchronization Use the instructions that follow
+ this flowchart to perform the

procedure.

Release jam and
synchronize CM

Passed?

Y

Perform a
memory match

v Y

End Contact next
level of support
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CM NoOvr
minor (continued)

Clearing a CM NoOvr minor alarm

At the MAP terminal

1 To access the CM level of the MAP display, type
>MAPCI;MTC;CM
and press the Enter key.
Example of a MAP display:

CM Sync Act CPUO CPU1l Jam Memory CMMnt MC PMC
0 .CPU1 S

2 Determine if the inactive CPU jammed.

Note: The word yes under the Jam header means that the CPU jammed.
The area is blank if the CPU did not jam.

If the inactive CPU Do
jammed step 5
did not jam step 3

At the CM reset terminal for the inactive CPU
3 To jam the inactive CPU, type

>\JAM

and press the Enter key.

RTIF response:

Please confirm: (YES/NO)

4 To confirm the command, type
>YES
and press the Enter key.
RTIF response:

JAM DONE
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CM NoOvr
minor (continued)
At the MAP terminal
5 To drop synchronization, type
>DPSYNC

and press the Enter key.

If the response Do

is About to drop sync withCPU n ac-step 6
tive.The

inactive CPU is JAMMED.

Do you want to continue?

Please confirm ("YES", "Y", "NO",

or "N"):

is other than listed here step 20

6 To confirm the command, type
>YES
and press the Enter key.

At the CM reset terminal for the inactive CPU
7 Wait until Al flashes on the reset terminal for the inactive CPU.
Note: Wait 5 min for Al to flash.

If Al Do

flashes step 8

does not flash step 20
8 To release the jam on the inactive CPU, type

>\RELEASE JAM
and press the Enter key.
RTIF response:

JAM RELEASE DONE

At the MAP terminal
9 To synchronize the CM, type
>SYNC

and press the Enter key.
RTIF response:
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CM NoOvr
minor (continued)

Maintenance action submitted.
Synchronization successful.

If the response Do

indicates the SYNC command wastep 11
successful

indicates the CPUs are not in sync asstep10
result of a problem with mismatches.
Analyze the mismatch logs before you
synchronize the logs again.

Do you wish to continue?

Please Confirm("YES", "Y", or "NO",

N"

(SN/ SNSE series 70 only)

is other than listed here step 20

10 (SN/ SNSE series 70 only)
To deny the action, type
>NO
and press the Enter key.
Go to step 20.
11 To access the memory level of the MAP display, type
>MEMORY
and press the Enter key.
Example of a MAP display for DMS SuperNode:

CM Sync Act CPUO CPU1l Jam Memory CMMnt MC PMC
0 .cpul

CMO0
1 Plane0 C|C Planel1l
0987654321 P | P 1234567890

MEMORY:

Example of DMS SuperNode SE MAP display:
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CM NoOvr
minor (continued)

CM Sync Act CPUO CPU1 Jam Memory CMMnt MC PMC
0 .cpul

CMO
Plane 0 C|C Plane 1
54321 P |P 12345

MEMORY:

12 To match the memories of the CPUs, type
>MATCH ALL
and press the Enter key.
Example of a MAP response:

Matching memory between CPUs in sync.

Match ok.
If the response Do
is Match ok step 13
is other than listed here step 20

13 To access the command interpreter (Cl) level of the MAP display, type
>QUIT ALL
and press the Enter key.
14 To access the log utility, type
>LOGUTIL
and press the Enter key.

15 To determine if the system generated an MM100 log report by the memory
match, type

>0OPEN MM 100
and press the Enter key.
Note: If the system did not generate a log report, the response is Log

empty.
If the response Do
is Log empty step 16
is other than listed here step 20

DMS-100 Family NA10O Alarm Clearing and Perform. Monitoring Proc. Volume 1 of 4 LET0015 and up



3-152 Computing module alarm clearing procedures

CM NoOvr
minor (end)

16 To determine if the system generated an MM101 log report by the memory
match, type

>0OPEN MM 101
and press the Enter key.

If the response Do
is Log empty step 17
is other than listed here step 20

17 To quit the log utility, type
>QUIT
and press the Enter key.

18 Determine if the NoOvr minor alarm cleared.
If the alarm Do
cleared step 21
changed to another alarm step 19
did not clear step 20
19 Perform the correct alarm clearing procedure in this document.
20 For additional help, contact the next level of support.
21 The procedure is complete.
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CM NoSYNC
major
Alarm display
CM MS I0OD Net PM CCSs Lns Trks Ext APPL
NoSYNC
M
Indication

Atthe MTC level of the MAP display, NOSYNC appears under the CM header
of the alarm banner. The NoSYNC indicates a major alarm for no
synchronization.

Meaning
Synchronization of the pair of central processing units (CPUs) on the
computing module (CM) does not occur. In most occurrences, operating
company personnel drop synchronization. If synchronization drops
automatically, a more important alarm can bypass the NoSYNC alarm.
Result

The problem does not affect subscriber service. A fault can occur on the active
side and the switch can attempt to switch activity between the CPUs. If a fault
occurs and the switch affects activity between the CPUs, a cold restart occurs.
Calls in progress terminate.

Common procedures
There are no common procedures.

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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CM NoSYNC
major (continued)

Summary of Clearing a CM NoSYNC major alarm

This flowchart summarizes the
CMinsplit \Y | Contact next procedure.
mode? = |evel of support
Use the instructions that follow
this flowchart to perform the
] . procedure.
If CM is subject
of test, wait
MEMFLT Clear MEMFLT
cause of L
alarm?
TBL cause of Clear TBL
alarm? |
Inactive CPU RELEASE JAM
jammed?
SYNC
-
Sync Y End
successful? >
N Contact next
— > |evel of support
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CM NoSYNC
major (continued)

Clearing a CM NoSYNC major alarm

At the MAP terminal

1 To access the CM level of the MAP display, type
>MAPCI;MTC;CM
and press the Enter key.
Example of a MAP display:

CM Sync Act CPUO CPU1 Jam Memory CMMnt MC PMC
0 no CPU1 S

WARNING

Possible loss of service

If the CM is in SPLIT mode do not try to synchronize.
Synchronization of the CM causes the CM to drop the spli
mode and return to sync. This synchronization disrupts all
other activity that occurs at the time.

Determine if the CM runs in split mode.

Note: If the CM runs in split mode, the word split appears under the Sync
header of the MAP display.

Example of a MAP display:

CM Sync Act CPUO CPU1 Jam Memory CMMnt MC PMC
0 split CPU1 e

If the CM Do

runs in split mode step 12

does not run in split mode step 3

3 Determine if the CM is the subject of tests.

If the CM is the subject of tests, ut appears under the following MAP display
headers:

« CPUO

e CPUL

*  Memory
e MC

DMS-100 Family NA10O Alarm Clearing and Perform. Monitoring Proc. Volume 1 of 4 LET0015 and up



3-156 Computing module alarm clearing procedures

CM NoSYNC
major (continued)

Example of a MAP display:

CM Sync Act CPUO CPU1 Jam Memory CMMnt MC PMC
0 no CPU1 ut S

If the CM Do
is the subject of tests step 4
is not the subject of tests step 5
4 Complete the tests. Continue the procedure.
Note: The removal of the ut status indicator occurs when the tests are
complete.
5 Determine the type of fault that causes the alarm.

Note: The fault indicator appears under the Memory and MC headers of
the MAP display.

Example of a MAP display:

CM Sync Act CPUO CPU1 Jam Memory CMMnt MC PMC
0 no CPU1 . flt

If Do

. (dot) appears under the Memstep 8
ory and MC headers

flt appears under the Memorystep 6

header.
tol appears under the MCstep 7
header
6 Memory faults cause the CM to drop synchronization. Perform the procedure

Clearing a CM MemFIt minor alarm in this document. Complete the
procedure. Go to step 13.

7 MC faults cause the CM to drop synchronization. Perform the procedure
Clearing a CM MC Tbl minor alarm described in this document. Complete the
procedure. Go to step 13.

8 Determine if the inactive CPU jammed.

Note: The word yes under the Jam header means that the CPU jammed.
The area is blank if the CPU did not jam.

Example of a MAP display:
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CM NoSYNC
major (continued)

CM Sync Act CPUO CPU1 Jam Memory CMMnt MC PMC

0 noCPU1 . . yes
If the inactive CPU Do
jammed step 9
did not jam step 10

At the CM reset terminal for the inactive CPU

9 To release the jam on the inactive CPU, type
>RELEASE JAM
and press the Enter key.
RTIF response:

JAM RELEASE DONE

At the MAP terminal

10 To synchronize the CM , type
>SYNC
and press the Enter key.
Example of a MAP response:

Maintenance action submitted.
Synchronization successful.

If the response Do

indicates the SYNC command was successful step 13

indicates the CPUs are out of sync as a result ostep 11
problem with mismatches. Analyze the mismatch

logs before you synchronize the logs again.

Do you wish to continue?

Please confirm ("YES", "Y", or "NO", "N")

(SN/SNSE Series 70 only)

is other than listed here step 12

11 (SN/SNSE Series 70 only)
To deny the action, type
>NO

DMS-100 Family NA10O Alarm Clearing and Perform. Monitoring Proc. Volume 1 of 4 LET0015 and up



3-158 Computing module alarm clearing procedures

CM NoSYNC
major (end)

and press the Enter key.
Go to stepl2.

12 For additional help, contact the next level of support to determine why the CM
runs in split mode.

13 The procedure is complete.
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CM NoTOD
critical

Alarm display

CM MS IOD Net PM CCs Lns Trks Ext APPL
NoTOD . . . . . .
*C*

Indication
At the MTC level of the MAP display, NoTOD appears under the CM header
of the alarm banner. The NoTOD indicates a no time-of-day critical alarm.
Meaning
An accurate time of day is not present. The system detected faults on all
time-of-day clocks. Loss of real-time value occurred. The system set the
clocks to zero.
Result

The switch needs time-of-day clocks to record billing information (automatic
message accounting) and log reports.

Common procedures
There are no common procedures.

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.

DMS-100 Family NA10O Alarm Clearing and Perform. Monitoring Proc. Volume 1 of 4 LET0015 and up



3-160 Computing module alarm clearing procedures

CM NoTOD
critical (continued)

Summary of Clearing a CM NoTOD critical alarm

Determine the
type of fault

Both MCs have
time-of-day
faults?

Clear MC Thl
minor alarm

Set time and

date

Synchronize the
CM

Contact next
level of support

Alarm
cleared?

End

This flowchart summarizes the
procedure.

Use the instructions that follow
this flowchart to perform the
procedure.
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CM NoTOD
critical (continued)

Clearing a CM NoTOD critical alarm

At the MAP terminal

1 To access the message controller (MC) level of the MAP display, type
>MAPCI;MTC;CM;MC
and press the Enter key.
Example of a MAP display:

CMO0
MCO MC1
todf

2 Determine the type of fault that caused the alarm.

Note: The type of fault appears under the MC 0 and MC 1 headers of the
MAP display. In the example in step 1, a time-of-day fault (todf) appears
under the MC1 header.

If Do
one MC isistb step 3
one MC istodf step 3
both MCs aretodf step 4
3 Perform the procedure Clearing a CM MC Tbl minor alarm in this document.

Complete the procedure and return to this point.
4 To set the date, type

>SETDATE dd mm yyyy

and press the Enter key

where

dd
is the day (01 to 31)

mm
is the month (01 to 12)

yyyy
is the year

Example input:
>SETDATE 15 10 1996
Example of a MAP response:
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CM NoTOD
critical (continued)

setdate 15 10 1996
Warning: There is an automated TOD clock change
request scheduled on:
1996/10/30 at 1:00 (see table DSTTABLE).
Do you want to proceed with this request?
Please confirm ("YES”, "Y”, "NO”, or "N"):
5 To confirm the command, type
>Y
and press the Enter key.
Example of a MAP response:

Date is THU. 15/0CT/1996 00:00:00

6 To use the 24-h clock and set the time, type
>SETTIME hh mm
and press the Enter key
where

hh
is the hour (00 to 23)

mm
is the minute (00 to 59)

Example input:
>SETTIME 03 09
Example of a MAP response:

Warning: There is an automated TOD clock change
request scheduled on:
1996/10/30 at 1:00 (see table DSTTABLE).
Do you want to proceed with this request?
Please confirm ("YES”, "Y”, "NO”, or "N"):
7 To confirm the command, type

>Y

and press the Enter key.

Example of a MAP response:

Time is 03:09:00 on TUE. 1996/10/15.

8 To access the CM level of the MAP display, type
>CM
and press the Enter key.
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CM NoTOD
critical (continued)

Example of a MAP display:
CM Sync Act CPUO CPU1 Jam Memory CMMnt MC PMC
O no cpul. .yes . . . .

9 Determine if the inactive CPU jammed.

Note: The word yes under the Jam header means that the inactive CPU
jammed. The area is blank if the CPU did not jam.

If the inactive CPU Do
jammed step 10
did not jam step 11

At the CM reset terminal for the inactive CPU

10 To release the jam on the inactive CPU, type
>\RELEASE JAM
and press the Enter key.
RTIF response:

RELEASE JAM DONE

At the MAP terminal
11 Determine if the CM is in sync.

Note: A dot or EccOn under the Sync header means that the CM is in
sync. The word no means the CM is not in sync.

If the CM Do
is in sync step 14
iS not in sync step 12

12 To synchronize the CM, type
>SYNC
and press the Enter key.
Example of a MAP response:

Maintenance action submitted.
Synchronization successful.

If the response Do

indicates the SYNC command was successful step 14
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CM NoTOD
critical (continued)

If the response Do

isThe CPUs are out of sync due to a step 13
problem with mismatches.

Do you wish to continue?

Please confirm("YES", "Y", "NO", "N"

(Applies to SuperNode or SuperNode SE Series 70

only)
is other than listed here step 19

13 To deny the action, type
>NO
and press the Enter key.
Note: This step applies to SuperNode or SuperNode SE Series 70 only.
Go to step 18.

14 Determine if the NoTOD critical alarm cleared.
If the alarm Do
cleared step 17
changed to another alarm step 15
did not clear step 19
15 Perform the correct alarm clearing procedure in this document. Complete the

procedure, and return to this point.
16 The next step depends on the use of table DSTTABLE.

Note: The MAP response that indicates the use of table DSTTABLE
appears in step 4.

If table DSTTABLE Do
is in use step 17
IS not in use step 20
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CM NoTOD
critical (end)

17 Make sure that conflicts do not exist between the SETDATE and SETTIME
command entries and the entry in table DSTTABLE.

Note: The warning message indicates a possible problem with an entry in
table DSTTABLE. The message appears when an entry that did not expire
is in the table when you use SETDATE or SETTIME commands.

If a conflict Do

occurs with an entry in DSTTA- step 19

BLE
does not occur with an entry instep 20
DSTTABLE
18 Collect mismatch logs and contact the next level of support.
19 For additional help, contact the next level of support.
20 The procedure is complete.
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CM PMCFIt
major
Alarm display
CM MS 1OD Net PM CCS Lns Trks Ext APPL
PMCFIt
M
Indication
At the MTC level of the MAP display, PMCFIt appears under the CM header
of the alarm banner. The PMCFIt indicates a major alarm for the peripheral
module controller fault.
Meaning
The two ports of the peripheral module controller (PMC) are out of service.
The ports are in one of the following states:
* P-side busy (The associated system load module is [SLM] out of service.)
* manual busy
» system busy (hard fault)
Result

The computing module (CM) cannot access either SLM.

The problem does not affect subscriber service. If a fault occurs, the switch
cannot access the CM and MS files in order for the switch to recover. The CM
and MS files are on the SLMs.

Common procedures

Action

There are no common procedures.

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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CM PMCFIt
major (continued)

Summary of How to clear a CM PMCFIt major alarm

Determine the This flowchart summarizes the
state of the procedure.
PMC ports

Use the instructions that follow
this flowchart to perform the

Perform SLM procedure.
alarm clearing

procedure

Manually busy
the port

Port P-side

Port system
busy?

Test the port

N | Replace the card.
Passed? Refer to the
i Y

Return the port
to service

correct NTP.

Contact next
level of support

Alarm
cleared?

End
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CM PMCFIt
major (continued)

How to clear a CM PMCFIt major alarm

At the MAP terminal

1 To access the PMC level of the MAP display, type
>MAPCI;MTC;CM;PMC
and press the Enter key.
Example of a MAP display:

PMC 0
sbsy

PORTO: pbsy
PORT1: sbsy
2 Determine the state of the PMC ports.

Note: The state of the PMC ports appears on the right of the PORTO and
PORT1 headers on the MAP display.

If the state of either port Do
is sbsy step 5
is pbsy step 3
is mbsy step 4
3 The SLM that connects to the P-side busy port is out of service. Perform the

correct alarm clearing procedure for an input/output device (I0D) SLM.
Complete the procedure and return to this point.

Go to step 1.

4 Consult office records or operating company personnel. Determine the
reason for the removal of the manual busy port from service. When you have
permission, continue with the procedure.

Go to step 1.
5 To manually busy the system busy PMC port, type
>BSY 0 PORT port_number
and press the Enter key
where
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CM PMCFIt
major (continued)

port_number
is the number of the system busy PMC port (0 or 1)

If the BSY command Do
passed step 6
failed step 35
6 Determine the state of the PMC.
Note: The state of the PMC appears under the PMC header of the MAP
display.
If the state of the PMC Do
is sbsy step 7
is other than listed here step 13
7 Obtain a duplicate of CM133 log reports generated during the past hour.

Determine the reason that the PMC is in the system busy state.

Note: The reason for the system busy state of the PMC appears in the
reason text of the CM133 log report.

If the reason for the system busy Do
state of the PMC
is A stuck hardware step 9
fault was detected
is other than listed here step 13
9 Obtain a duplicate of any CM140 and CM152 log reports that the system

generated during the past hour.

10 To replace the first card on the list in the CM152 log report, perform the
correct procedure in Card Replacement Procedures. Complete the
procedure and return to this point.

Note 1: When both planes have a stuck hardware fault, a peripheral
interrupt mismatch does not occur. When both planes have a stuck
hardware fault, the system also does not generate a CM152 log report. If
the system does not generate a CM152 log report, identify the card that
has faults. To identify the card that has faults, use the information in the
CM 140 log report.

Note 2: The CM140 log report identifies the affected PMC and link. The
CM152 log report contains a list of cards that can require replacement.

11 To test the PMC port that you busied in step 5, type
>TST 0 PORT port_number
and press the Enter key
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CM PMCFIt
major (continued)

where

port_number
is the number of the manual busy PMC port (O or 1)

If the TST command Do

passed step 18

failed, the system generated a card list, and you ditep 12
not replace all cards on the list in the CM152 log re-
port.

failed, the system generated a card list, and you step 35
placed all cards on the list in the CM152 log report.

12 To replace the next card on the list in the CM152 log report, perform the
correct procedure in Card Replacement Procedures. Complete the
procedure and return to this point.

Go to step 11.
13 To test the manual busy PMC port, type
>TST 0 PORT port_number
and press the Enter key
where

port_number
is the number of the manual busy PMC port (O or 1)

If the TST command Do

passed step 18

failed, and the system generatedtep 14
a card list

14 Record the location, description, slot number, product engineering code
(PEC), and PEC suffix of the first card on the list.

15 Perform the correct procedure in Card Replacement Procedures. Complete
the procedure and return to this point.

16 To test the manual busy PMC port, type
>TST 0 PORT port_number
and press the Enter key
where
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CM PMCFIt
major (continued)

port_number
is the number of the manual busy PMC port (0 or 1)

If the TST command Do

passed step 18

failed, and you did not replacestep 17
all cards on the list

failed, and you replaced all cardstep 35
on the list

17 Record the location, description, slot number, PEC, and PEC suffix of the next
card on the list.

Go to step 15.
18 To return the PMC port to service, type
>RTS 0 PORT port_number
and press the Enter key
where

port_number
is the number of the PMC port that you busied in step 5 (0 or 1)

If the RTS command Do

passed step 19

failed step 35
19 Determine the state of the other PMC port.

If the state of the other PMC port Do

is pbsy step 3
is mbsy step 4
is sbsy step 5
isinsv step 20
20 To access the MC level of the MAP display, type

>MC

and press the Enter key.

Example of a MAP display:
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CM PMCFIt
major (continued)

CMO0
MCO MC1
mbsy
21 Determine if the message controller (MC) is manual busy.

Note: The state of the MC appears under the MC 0 and MC 1 headers.

If the state of the MC Do

is mbsy step 22

is notmbsy step 23
22 To return the manual busy MC to service, type

>RTS mc_number
and press the Enter key
where

mc_number
is the number of the manual busy MC (0 or 1)

Example of a MAP response:

Maintenance action submitted.

MC RTS OK.
If the RTS command Do
passed step 23
failed step 35

23 To access the CM level of the MAP display, type
>CM
and press the Enter key.

24 Determine that the inactive CPU plane turned off.
If the inactive CPU plane Do
turned off step 25
did not turn off step 27

25 To test the inactive CPU, type
>TST
and press the Enter key.
Example of a MAP response:
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CM PMCFIt
major (continued)

The test(s) listed below will destroy
the software load in inactive CPU:

Static RAM test
Do you want to do the test(s) anyway?
Please confirm: ("YES”, "Y”, "NO”, or "N"):

26 To confirm the command, type
>YES
and press the Enter key.
Example of a MAP response:

Maintenance action submitted.
Test passed.

If the TST command Do

passed step 27

failed step 35
27 Determine if the inactive CPU jammed.

Note: The word yes under the Jam header means that the CPU jammed.
The area is blank if the CPU did not jam.

If the inactive CPU Do
jammed step 28
did not jam step 29

At the CM reset terminal for the inactive CPU

28 To release the jam on the inactive CPU, type
>\RELEASE JAM
and press the Enter key.
RTIF response:

JAM RELEASE DONE
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CM PMCFIt
major (continued)

At the MAP terminal
29 Determine if the CM is in synchronization.

Note: A dot or EccOn under the Sync header means that the CM is in
synchronization. The word no means that the CM is not in
synchronization.

If the CM Do
is in synchronization step 31
is not in synchronization step 30

30 To synchronize the CM, type
>SYNC
and press the Enter key.
Example of a MAP response:

Maintenance action submitted.
Synchronization successful.

If the SYNC command Do
was successful step 31
was not successful step 35

31 To access the PMC level of the MAP display, type
>MAPCI;MTC;CM;PMC
and press the Enter key.

32 Determine if the PMC ports are in service.

Note: The state of the PMC ports appears in the PORTO and PORT1
fields, under the PMC 0 header. A dot means the port is in service.

If Do

all PMC ports are in service step 33

a minimum of one PMC port is step 2
not in service

33 Determine if the PMCFIt major alarm cleared.
If the PMCFIt major alarm Do
cleared step 36
changed to another alarm step 34
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CM PMCFIt
major (end)

If the PMCFIt major alarm Do

did not clear step 35
34 Perform the correct alarm clearing procedure in this document.
35 For additional help, contact the next level of support.
36 The procedure is complete.
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CM PMCThbl
minor

Alarm display

CM MS IOD Net PM CCs Lns Trks Ext APPL
PMCThI

Indication

At the MTC level of the MAP display, PMCTbl appears under the computing
module (CM) header of the alarm banner. The PMCTbl indicates a minor
alarm for a peripheral message controller problem.

Meaning
A peripheral message controller (PMC) is in-service trouble because a PMC
port is in one of the following states:
* P-side busy (The associated system load module [SLM] is out of service.)
* manual busy
» system busy (hard fault)

Result

The CM cannot access an SLM. The problem does not affect subscriber
service.

Common procedures
There are no common procedures.

Action

This procedure has a summary flowchart and a list of steps. Use the flowchart
to review the procedure. Follow the steps to perform the procedure.
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CM PMCThlI
minor (continued)

Summary of How to clear a CM PMCTbl minor alarm

Determine the This flowchart summarizes the

state of the procedure.
PMC ports

Use the instructions that follow
this flowchart to perform the
procedure.

Is the port

Perform the SLM
P_side busy? alarm clearing
y: procedure

Manually busy
the port %

Is the port
system busy?

Replace cards.
Refer to the
correct NTP.

\74

Return the port
to service

Alarm Y End

cleared?

"

Contact next
level of support
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CM PMCThl

minor (continued)

How to clear a CM PMCTDbl minor alarm

At the MAP terminal

1

To access the PMC level of the MAP display, type
>MAPCI;MTC;CM;PMC

and press the Enter key.

Example of a MAP display:

PMC O
istb

PORTO: .
PORT1: sbsy
Determine the state of the PMC ports.

Note: The state of the PMC ports appears on the right of the PORTO and
PORT1 headers on the MAP display.

If the state of either port Do

is pbsy step 3
is mbsy step 4
is sbsy step 5

The SLM that connects to the P-side busy port is out of service. Perform the
correct alarm clearing procedure for the input/output device (I0OD) SLM.
Complete the procedure and return to this point.

Go to step 1.

Consult office records or operating company personnel. Determine the
reason for the removal of the manual busy port from service. When you have
permission, continue this procedure.

Go to step 1.

To manually busy the system busy PMC port, type
>BSY 0 PORT port_number

and press the Enter key.

where
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CM PMCThlI
minor (continued)

port_number
is the number of the system busy PMC port (0 or 1)

If the BSY command Do

passed step 6

failed step 32
6 Obtain copies of CM137 log reports generated during the past hour.
7 Determine the cause of the system busy state of the PMC port.

Note: The reason for the system busy state of the PMC port appears in
the reason text of the CM137 log report.

If the reason for the system busy Do
state of the PMC

is A stuck hardware step 8
fault was detected

is other than listed here step 12
8 Obtain a duplicate of any CM140 and CM152 log reports generated during
the past hour.
9 Replace the first card on the list in the CM152 log report. Perform the correct

card replacement procedure in Card Replacement Procedures. Complete
the procedure and return to this point.

Note 1: A peripheral interrupt mismatch does not occur when a stuck
hardware fault occurs on both planes. The system does not generate a
CM152 log report when a stuck hardware fault occurs on both planes. If
the system does not generate a CM152 log report, identify the card that
has faults. To identify the card that has faults, use the information in the
CM140 log report.

Note 2: The CM140 log report identifies the affected PMC and link. The
CM152 log report contains a list of cards that can require replacement.

10 To test the PMC port that you busied in step 5, type
>TST 0 PORT port_number
and press the Enter key.
where

port_number
is the number of the manual busy PMC port (0 or 1)

If the TST command Do

passed step 17
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CM PMCThI
minor (continued)

11

12

13

14

15

If the TST command Do

failed, the system generated a card list, and you ditep 11
not replace all cards on the list in the CM152 log re-
port

failed, the system generated a card list, and you step 32
placed all cards on the list in the CM152 log report

Replace the next card on the listin the CM152 log report. Perform the correct
procedure in Card Replacement Procedures. Complete the procedure and
return to this point.

Go to step 10.

To test the manual busy PMC port, type
>TST 0 PORT port_number

and press the Enter key.

where

port_number
is the number of the manual busy PMC port (0 or 1)

If the TST command Do

passed step 17

failed, and the system generatedtep 13
a card list

Record the location, description, slot number, product engineering code
(PEC), and PEC suffix of the first card on the list.

Perform the correct procedure in Card Replacement Procedures. Complete
the procedure and return to this point.

To test the manual busy PMC port, type
>TST 0 PORT port_number

and press the Enter key.

where

port_number
is the number of the manual busy PMC port (O or 1)

If the TST command Do

passed step 17

failed, and you did not replacestep 16
all cards on the list
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CM PMCThlI
minor (continued)

16

17

18

19

20

If the TST command Do

failed, and you replaced cards orstep 32
the list

Record the location, description, slot number, PEC, and PEC suffix of the next
card on the list.

Go to step 14.

To return the manual busy PMC port to service, type
>RTS 0 PORT port_number

and press the Enter key.

where

port_number
is the number of the manual busy PMC port (0 or 1)

If the RTS command Do
passed step 18
failed step 32

To access the MC level of the MAP display, type
>MC

and press the Enter key.

Example of a MAP display:

CMO
MCO MC1
mbsy

Determine if the message controller (MC) is manual busy.

Note: The term mbsy under the MC header means that the MC is manual
busy.

If the state of the MC Do

Text CharFormat="Mono">is step 20
mbsy Text>

is notmbsy step 21

To return the manual busy MC to service, type
>RTS mc_number

and press the Enter key.

where
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CM PMCThI
minor (continued)

mc_number
is the number of the manual busy MC (0 or 1)

Example of a MAP response:

Maintenance action submitted.

MC RTS OK.
If the RTS command Do
passed step 21
failed step 32

21 To access the CM level of the MAP display, type
>CM
and press the Enter key.
Example of a MAP display:

CM Sync Act CPUO CPU1 Jam Memory CMMnt MC PMC

O nocpul . . vyes

22 Determine if the inactive CM plane powered down.
If the inactive CM plane Do
powered down step 23
did not power down step 25

23 To test the inactive CPU, type
>TST
and press the Enter key.
Example of a MAP response:

The test(s) listed below will destroy
the software load in inactive CPU:

Static RAM test
Do you want to do the test(s) anyway?
Please confirm: ("YES”, "Y”, "NO”, or "N”):

24 To confirm the command, type
>YES
and press the Enter key.
Example of a MAP response:
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CM PMCThlI
minor (continued)

Maintenance action submitted.
Test passed.

If the TST command Do

passed step 25

is other than listed here step 32
25 Determine if the inactive CPU jammed.

Note: The word yes under the Jam header means that the inactive CPU
jammed. The area is blank if the CPU did not jam.

If the inactive CPU Do
jammed step 26
did not jam step 27

At the CM reset terminal for the inactive CPU

26 To release the jam on the inactive CPU, type
>\RELEASE JAM
and press the Enter key.
RTIF response:

JAM RELEASE DONE

At the MAP terminal
27 Determine if the CM is in synchronization.

Note: A dot or EccOn under the Sync header means that the CM is in
synchronization. The word no means that the CM is not in
synchronization.

If the CM Do
is in synchronization step 30
IS not in synchronization step 28

28 To synchronize the CM, type
>SYNC
and press the Enter key.
Example of a MAP response:
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CM PMCThI
minor (end)

Maintenance action submitted.
Synchronization successful.

If the response Do
indicates the SYNC command was successful step 30
indicatesThe CPUs are out of sync due step 29

to a problem with mismatches. The
mismatch logs should be analyzed be-

fore re-syncing.

Do you wish to continue?

Please confirm ("YES", "Y", or "NO",

"N"

(SuperNode and SuperNode SE Series 70 only)

is other than listed here step 32

29 (SuperNode and SuperNode SE Series 70 only)
To deny the action, type
>NO
and press the Enter key.
Go to step 32.

30 Determine if the PMCTbl minor alarm cleared.
If the PMCTbI minor alarm Do
cleared step 33
changed to another alarm step 31
did not clear step 32
31 Perform the correct alarm clearing procedure in this document.
32 For additional help, contact the next level of support.
33 The procedure is complete.
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CM PrcOpt
major
Alarm display
CM MS IOD Net PM CCS Lns Trks Ext APPL
PrcOpt
M
Indication

Atthe MTC level of the MAP display, PrcOpt appears under the CM header of
the alarm banner. The PrcOpt indicates a processor optionality alarm.

Meaning

The PEC number on the processor card and the value entered for the processor
card do not match.

Result

The problem does not now affect subscriber service. If a fault occurs on the
active side, the switch cannot recover automatically.

Common procedures
There are no common procedures.

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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CM PrcOpt
major (continued)

Summary of Clearing a CM PrcOpt major alarm

Obtain CM logs

\

Contact next
level of support

Y

End

This flowchart summarizes the
procedure.

Use the instructions that follow
this flowchart to perform the
procedure.

297-8021-543 Standard 14.02 May 2001




Computing module alarm clearing procedures 3-187

CM PrcOpt
major (end)

Clearing a CM PrcOpt major alarm

At the MAP terminal

1 Obtain all current CM logs.
2 For additional help, contact the next level of support.
3 The procedure is complete.

DMS-100 Family NA10O Alarm Clearing and Perform. Monitoring Proc. Volume 1 of 4 LET0015 and up



3-188 Computing module alarm clearing procedures

CM REXxFIt
major

Alarm display

CM MS IOD Net PM CCs Lns Trks Ext APPL
REXFIt
M

Indication

At the MTC level of the MAP display, RExFIt appears under the CM header
of the alarm banner. The REXxFIt indicates a fault major alarm.

Meaning
The CM REXxFIt major alarm occurs if a scheduled computing module (CM)
routine exercise (REXx) test does not finish.
Reasons for the failure of CM REX testing to finish include:
e a minimum of one failed REX test
* manual termination of REX testing
e aminimum of one trap
* a minimum of one mismatch
* a minimum of onelinks closure
* an RMS timeout
* an environment error
Result

There is no result.

Common procedures
There are no common procedures.

Action

This procedure contains a summary flowchart and a list of steps. Use the
flowchart to review the procedure. Follow the steps to perform the procedure.
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CM REXxFIt
major (continued)

Summary of Clearing a CM REXxFIt major alarm

- ) This flowchart summarizes the
Obtain copies of procedure.

latest logs

Use the instructions that follow
this flowchart to perform the
procedure.

Obtain TRAP,
SWER and
footprint logs for
active and
inactive sides

Y

Access CMMNT
MAP level

Y

Record value
for all counts

Y

Contact next
level of support

\

End
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CM REXFIt
major (end)

Clearing a CM REXFIt major alarm

At the MAP terminal

1 Obtain copies of current CM, TRAP, SWER, and footprint logs for the active
and inactive sides.

2 To access the CMMNT level of the MAP display, type

>MAPCI;MTC;CM;CMMNT
and press the Enter key.
Example of a MAP display:

CM Sync Act CPUO CPU1 Jam Memory CMMnt MC PMC
0O . cpuO . .o

Traps: Per minute = 108 Total = 6342

AutoLdev: Primary = SLM 0 DISK Secondary = SLM 1 DISK
Image Restartable = No image test since last restart

Next image test restart type= RELOAD

Last CMREXTST executed

System memory in kbytes as of 14:39:07
Memory(kbytes):Used = 105984 Avail = 12800 Total = 118784

3 To determine the value of the counts for the system stability threshold, type
>QUERYCM REXSCHD COUNTS ALL
and press the Enter key.
Example of a MAP response:

The Link Closure count is 2.

The Out-of-sync Recovery Mismatch count is 1.
The In-Sync Recovery Mismatch count is O.
The Trap Rate count is 0.

The Processor Memory Fault count is O.

The Clock Fault count is 0.

The Cancelled REXx count is 2.

4 Record the values that appear for each count.
5 For additional help, contact the next level of support.
6 The procedure is complete.
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CM REXxSch
minor
Alarm display
CM MS 10D Net PM CCSs Lns Trks Ext APPL
REXxSch
Indication

At the MTC level of the MAP display, RExSch appears under the computing
module (CM) header of the alarm banner. The RExSch i